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Preface

The information contained in this document is subject to change without notice. This document is
periodically updated as new information is made available.

Audience

This data book provides the functional details of the PLX ExpressLane PEX 8114BC PCI Express-to-
PCI/PCI-X Bridge, for hardware designers and software/firmware engineers.

Supplemental Documentation

This data book assumes that the reader is familiar with the following documents:
¢ PLX Technology, Inc.
870 W Maude Avenue, Sunnyvale, CA 94085 USA
Tel: 800 759-3735 (domestic only) 408 774-9060, Fax: 408 774-2169, www.plxtech.com
— PEX 8114BC Design Checklist Application Note
PEX 8114BC Errata
The PLX PEX 8114 Toolbox includes other PEX 8114 documentation as well.
* PCI Special Interest Group (PCI-SIG)
3855 SW 153rd Drive, Beaverton, OR 97006 USA
Tel: 503 619-0569, Fax: 503 644-6708, www.pcisig.com
— PCI Local Bus Specification, Revision 2.3
— PCI Local Bus Specification, Revision 3.0
— PCI Express Card Electromechanical (CEM) Specification, Revision 1.0a
— PCI Express Card Electromechanical (CEM) Specification, Revision 1.1
— PClI to PCI Bridge Architecture Specification, Revision 1.1
— PCI Bus Power Management Interface Specification, Revision 1.2
— PCI Hot Plug Specification, Revision 1.1
— PCI Standard Hot Plug Controller and Subsystem Specification, Revision 1.0
— PCI-X Addendum to PCI Local Bus Specification, Revision 1.0b
— PCI-X Addendum to PCI Local Bus Specification, Revision 2.0a
— PCI Express Base Specification, Revision 1.0a
— PCI Express to PCI/PCI-X Bridge Specification, Revision 1.0

— PCI-X Electrical and Mechanical Addendum to the PCI Local Bus Specification,
Revision 2.0a

* The Institute of Electrical and Electronics Engineers, Inc.
445 Hoes Lane, Piscataway, NJ 08854-4141 USA
Tel: 800 701-4333 (domestic only) or 732 981-0060, Fax: 732 981-9667, www.ieee.org

— [IEEE Standard 1149.1-1990, IEEE Standard Test Access Port and Boundary-Scan
Architecture, 1990

— [IEEE Standard 1149.1a-1993, IEEE Standard Test Access Port and Boundary-Scan
Architecture

— IEEE Standard 1149.1b-1994, Specifications for Vendor-Specific Extensions

— [IEEE Standard 1149.6-2003, IEEE Standard Test Access Port and Boundary-Scan
Architecture Extensions
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Supplemental Documentation Abbreviations

Supplemental Documentation Abbreviations

In this data book, shortened titles are provided to the previously listed documents. The following table
defines these abbreviations.

Abbreviation

Document

PCIr3.0

PCI Local Bus Specification, Revision 3.0

PCI ExpressCard CEM r1.0a

PCI Express Card Electromechanical (CEM) Specification,
Revision 1.0a

PCI ExpressCard CEM rl.1

PCI Express Card Electromechanical (CEM) Specification,
Revision 1.1

PClI-to-PClI Bridge rl.1

PCI to PCI Bridge Architecture Specification, Revision 1.1

PCI Power Mgmt. rl.2

PCI Bus Power Management Interface Specification, Revision 1.2

PCI Hot Plug rl.1

PCI Hot Plug Specification, Revision 1.1

PCI Standard Hot Plug Controller and
Subsystem r1.0

PCI Standard Hot Plug Controller and Subsystem Specification,
Revision 1.0

PCI-X r1.0b

PCI-X Addendum to PCI Local Bus Specification, Revision 1.0b

PCI-X r2.0a

PCI-X Addendum to PCI Local Bus Specification, Revision 2.0a

PCI Express rl.0a

PCI Express Base Specification, Revision 1.0a

PCI Express-to-PCI/PCI-X Bridge r1.0

PCI Express to PCI/PCI-X Bridge Specification, Revision 1.0

IEEE Standard 1149.1-1990

IEEE Standard Test Access Port and Boundary-Scan Architecture

IEEE Standard 1149.6-2003

IEEE Standard Test Access Port and Boundary-Scan Architecture
Extensions

Data Assignment Conventions

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book

Data Width PEX 8114 Convention
1 byte (8 bits) Byte

2 bytes (16 bits) Word

4 bytes (32 bits) DWORD/DWord
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Terms and Abbreviations

The following table defines common terms and abbreviations used in this document. Terms and
abbreviations defined in the PCI Express rl.0a are not included in this table.

Terms and
Abbreviations Definition

# Active-Low signal.
Acknowledge Control Packet. A control packet used by a destination to acknowledge data packet

ACK . ¢ . .
receipt. A signal that acknowledges signal receipt.

ADB Allowable Disconnect Boundary.

ADQ Allowable Disconnect Quantity. In the PCI Express interface, the ADQ is a buffer size, which is used
to indicate memory requirements Or reserves.

BAR Base Address Register.

BCR Bridge Control Register of the Type 1 CSR space.

Provides connectivity from the Conventional PCI or PCI-X Bus system to the PCI Express hierarchy
or subsystem. The bridge not only converts the physical bus to PCI Express point-to-point signaling,
Bridge, Transparent it also translates the PCI or PCI-X Bus protocol to PCI Express protocol. The Transparent bridge
allows the Address domain on one side of the bridge to be mapped into the CPU system hierarchy
on the primary side of the bridge.

Cold Reset A “Fundamental Reset” following the application of power.

Completer Device addressed by a requester.

CPL Completion Transaction.

CRC Cyclic Redundancy Check

CSR Configuration Status Register; Control and Status Register; Command and Status Register.
DL_Down Data Link Layer is down (a PCI Express link/port status).

Data Link Layer Packet (originate at the Data Link Layer); allow Flow Control (FCx DLLPs)

DLLP to acknowledge packets (ACK and NAK DLLPs); and Power Management (PMx DLLPs).
DwW DWord.
ECC Error Checking and Correction.
EEPROM Electrically Erasable Programmable Read-Only Memory.
Device, other than the Root Complex and switches that are requesters or completers of PCI Express
transactions.
Endpoint * Endpoints can be PCI Express endpoints or Conventional PCI endpoints.
* Conventional PCI endpoints support I/O and Locked transaction semantics. PCI Express
endpoints do not.
Flow Control Packet devices on each link exchange FCPs, which carry Header and Data Payload
FCP credit information for one of three packet types — Posted requests, Non-Posted requests, and

Completions.

The mechanism of setting or returning all registers and state machines to default/initial conditions,
Fundamental Reset as defined in all PCI Express, PCI, PCI-X and Bridge specifications. This mechanism is implemented
by way of the PEX_PERST# Input ball/signal.

A Host computer provides services to computers that connect to it on a network. It is considered

Host in charge over the remainder of devices connected on the bus.
Hot Reset A reset propagated in-band across a Link using a Physical Layer mechanism (Training Sequence).
vi ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book
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Terms and Abbreviations

Terms and
Abbreviations Definition
I CMOS Input.
/0 CMOS Bi-Directional Input/Output.
INCH Ingress Credit Handler.
ITCH Internal Credit Handler.
Lane Differential signal pair in each direction.
PCI Express defines three layers:
e Transaction Layer — Provides assembly and disassembly of TLPs, the major components of
which are Header, Data Payload, and an optional Digest Field.
Layers ¢ Data Link Layer — Provides link management and data integrity, including error detection and
correction. Defines the data control for PCI Express.
e Physical Layer — Appears to the upper layers as PCI. Connects the lower protocols to the upper
layers.
Physical connection between two devices that consists of xN lanes.
¢ A xl1 link consists of 1 Transmit and 1 Receive signal, where each signal is a differential pair.
This is one lane. There are four lines or signals in a x1 link.
¢ A x4 link contains four lanes or four differential signal pairs for each direction, for a total of
16 lines or signals.
o Ly
Vi V2
A Differential Pair
ra A Differential Pair
Link < in each direction
<
< =one Lane
This is an x1 Link
There are four signals
ra
2
> A Differential Pair
‘ i in each direction
- and four of them
> = four Lanes
<
>
>
This is an x4 Link
There are 16 signals
LLIST Link List.
LVDSRn Differential low-voltage, high-speed, LVDS negative Receiver Inputs.
LVDSRp Differential low-voltage, high-speed, LVDS positive Receiver Inputs.
LVDSTn Differential low-voltage, high-speed, LVDS negative Transmitter Outputs.
LVDSTp Differential low-voltage, high-speed, LVDS positive Transmitter Outputs.
ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book vii
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Terms and
Abbreviations Definition
MAM Master Abort Mode.
MSI Message Signaled Interrupt.
MWI Memory Write and Invalidate.
NAK Negative Acknowledge.
Non-Posted . . .
Request Packet Packet transmitted by a requester that has a Completion packet returned by the associated completer.
NPR Non-Posted Request.
NS No Snoop.
(0] CMOS Output.
OD Open Drain Output.
There are three packet types:
Packet T e TLP, Transaction Layer Packet
acket lypes e DLLP, Data Link Layer Packet
e PLP, Physical Layer Packet
Peripheral Component Interconnect. A PCI Bus is a high-performance, 32- or 64-bit bus. It is
PCI designed to use with devices that contain high-bandwidth requirements; for example, the display
subsystem. A PCI Bus is an I/O bus that can be dynamically configured.
PCI PCI/PCI-X Compliant.
PCL-X Peripheral Component Interconnect. An extension to PCI, designed to address the need for the
increased bandwidth of PCI devices.
PEX PCI Express.
Interface between a PCI Express component and the link, and consists of transmitters and receivers.
Port * Aningress port receives a packet.
* An egress port that transmits a packet.
Posted Request Packet Packet transmitted by a requester that does have a Completion packet returned by the associated
completer.
PR Posted Request.
PU Signal is internally pulled up.
QoS Quality of Service.
RC Root Complex. Device that connects the CPU and Memory subsystem to the PCI Express fabric,
which supports one or more PCI Express ports.
RCB Read Completion Boundary.
Requester Device that originates a transaction or places a transaction sequence into the PCI Express fabric.
RO Relaxed Ordering.
RoHS Restrictions on the use of certain Hazardous Substances (RoHS) Directive.
RX Receiver.
SOPS Station Operations block.

viii
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Terms and Abbreviations

Terms and
Abbreviations

Definition

Status bits that are reset to default on a fundamental reset. Sticky bits are not modified or
initialized by a reset, except a fundamental reset. Devices that consume AUX power preserve

Sticky bits register values when AUX power consumption is enabled (by way of AUX power or PME
Enable). Hwlnit, ROS, R/WS. and R/W1CS CSR types. (Refer to Table 14-2 for CSR type
definitions.)

STRAP Strapping pads must be tied High to VDD33 or Low to VSS on the board.

STS PCI-X Sustained Three-State Output, driven High for One CLK before Float.

Switch Device that appears to software as two or more logical PCI-to-PCI bridges.

TC Traffic Class.

TLP Translation Layer Packet.

TP Totem Pole.

TS Three-State Bi-Directional.

TX Transceiver.

vC Virtual Channel.

Warm Reset “Fundamental Reset” without cycling the supplied power.
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Data Book Notations and Conventions

Notation / Convention

Description

Blue text

Indicates that the text is hyperlinked to its description elsewhere in the
data book. Left-click the blue text to learn more about the hyperlinked
information. This format is often used for register names, register bit and
field names, register offsets, chapter and section titles, figures, and tables.

PEX_XXXp[3:0]

When the signal name appears in all CAPS, with the primary port
description listed first, field [3:0] indicates the number of signal balls/pads
assigned to that port. The lowercase “p = positive” or “n = negative” suffix
indicates the differential pair of signal, which are always used together.

# = Active-Low signals

Unless specified otherwise, Active-Low signals are identified by a “#”
appended to the term (for example, PEX_PERST#).

Program/code samples

Monospace font (program or code samples) is used to identify
code samples or programming references. These code samples are
case-sensitive, unless specified otherwise.

command_done

Interrupt format.

Command/Status

Register names.

Parity Error Detected

Register parameter [field] or control function.

Upper Base Address[31:16]

Specific Function in 32-bit register bounded by bits [31:16].

Number multipliers

k = 1,000 (10%) is generally used with frequency response.

K=1,024 (210) is used for memory size references.
KB = 1,024 bytes.
M = meg.
= 1,000,000 when referring to frequency (decimal notation)
= 1,048,576 when referring to memory sizes (binary notation)

h = suffix which identifies hex values.

1Fh Each prefix term is equivalent to a 4-bit binary value (nibble).
Legal prefix terms are 0, 1, 2, 3,4,5,6,7,8,9,A,B,C,D,E, E

1010b b = suffix which identiﬁe§ biqary not.at.ion (for example, 01b, 010b, 1010b,
and so forth). Not used with single-digit values of O or 1.

0 through 9 Decimal numbers, or single binary numbers.

byte Eight bits — abbreviated to “B” (for example, 4B = 4 bytes)

LSB Least-Significant Byte.

Isb Least-significant bit.

MSB Most-Significant Byte.

msb Most-significant bit.

DWord DWord (32 bits) is the primary register size in these devices.

Reserved Do not modify reserved bits and words. Unless specified otherwise,

these bits read as 0 and must be written as 0.
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”L. Chapter 1 Introduction

-|.|

ECHNDLUGY’®

1.1 Features

The PLX ExpressLane™ PEX 8114 PCI Express-to-PCI/PCI-X Bridge supports the following features:

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book

Four full-duplex PCI Express Lanes
8b/10b encoding, 2.5 Gbps bandwidth
Four integrated SerDes on bridge
x1, x2, or x4 port lane width, established during link auto-negotiation
Lane reversal
Lane polarity inversion
Link Power Management states — LO, LOs, L1, L2/L.3 Ready, and L3
PCI Express 256-byte Maximum Payload Size
Read Completion supported for all eight (8) traffic classes
One Virtual Channel (VCO)
TLP Digest
End-to-end CRC checking
Data poisoning
Baseline and Advanced Error Reporting capability
SPI1/serial EEPROM for initialization
JTAG
PCI Bus Clock Master and Slave
Data rates
— Conventional PCI - 25, 33, 50, and 66 MHz
- PCI-X - 50, 66, 100, and 133 MHz
Arbitration
— Internal arbitration (four REQ/GNT external pairs) that can be enabled or disabled
— External arbitration accepted
Message Signaled Interrupts (MSI)
64-bit data width
Dual Address Cycles (DAC)
64-bit addressing as Master and Slave
Maximum 4-KB Master Writes and Reads on PCI-X Bus

Eight outstanding Split transactions on primary side, and eight outstanding Split transactions
on secondary side

Address stepping and IDSEL stepping
One Type 1 Configuration Space Header
Forward and Reverse Transparent Bridge modes (primary or secondary interface)

All Completions to PCI Express transactions are assigned to the Traffic Class on which
they originated

Clocks up to four external PCI/PCI-X devices
Prefetchable Memory Address range

Copyright © 2007 by PLX Technology, Inc. All Rights Reserved — Version 3.0
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* Transaction Ordering and Deadlock Avoidance rules

* Oversubscribe and Flood modes

* ECC checking on destination packet RAM

» Standard 256-ball PBGA package (17 x 17 mm)

* Compliant to the following specifications:
— PCI Local Bus Specification, Revision 2.3 (PCI 12.3)
— PCI Local Bus Specification, Revision 3.0 (PCI r3.0)

— PCI Express Card Electromechanical (CEM) Specification, Revision 1.0a
(PCI ExpressCard CEM r1.0a)

— PCI Express Card Electromechanical (CEM) Specification, Revision 1.1
(PCI2.0 CEM rl.1)

— PClI to PCI Bridge Architecture Specification, Revision 1.1 (PCI-to-PCI Bridge rl.1)
— PCI Bus Power Management Interface Specification, Revision 1.2 (PCI Power Mgmt. r1.2)
— PCI Hot Plug Specification, Revision 1.1 (PCI HotPlug 1.1)

— PCI Standard Hot Plug Controller and Subsystem Specification, Revision 1.0
(Hot Plug r1.0)

— PCI-X Addendum to PCI Local Bus Specification, Revision 1.0b (PCI-X r1.0b)
— PCI-X Addendum to PCI Local Bus Specification, Revision 2.0a (PCI-X r2.0a)
— PCI Express Base Specification, Revision 1.0a (PCI Express Base 1.0a)

— PCI Express to PCI/PCI-X Bridge Specification, Revision 1.0
(PCI Express-to-PCI/PCI-X Bridge r1.0)

— IEEE Standard 1149.1-1990, IEEE Standard Test Access Port and Boundary-Scan
Architecture, 1990 (IEEE Standard 1149.1-1990)

— IEEE Standard 1149.1a-1993, IEEE Standard Test Access Port and Boundary-Scan
Architecture (IEEE Standard 1149.1-1993)

— IEEE Standard 1149.1b-1994, Specifications for Vendor-Specific Extensions
(IEEE Standard 1149.1-1990)

— [EEE Standard Test Access Port and Boundary-Scan Architecture Extensions
(IEEE Standard 1149.6-2003)

2 ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book
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1.2 PEX 8114 Serial PCI Express to PCI/PCI-X Bridge
The PEX 8114 is a high-performance bridge that enables designers to migrate Conventional PCI and
PCI-X Bus interfaces to the new advanced serial PCI Express.
This simple two-port device is equipped with a standard, but flexible, PCI Express port that scales from
2.5 to 10 Gbps maximum bit rate. Supporting standard PCI Express signaling, these bandwidths are
achieved with the lowest possible ball count (16 balls), using LVDS technology.
The single parallel bus segment supports the advanced PCI-X protocol. Conventional PCI and PCI-X
interfaces can reach 8-Gbps bandwidth, using a 64-bit wide parallel data path at a clock frequency of
133 MHz.
While both sides of the bridge are evenly matched, the PEX 8114 also supports internal queues with
Flow Control (FC) features to optimize throughput and traffic flow.
The PEX 8114 is available in a standard 256-ball Plastic Ball Grid Array (BGA) package. The small
footprint and low-power consumption make the PEX 8114 an ideal bridge for use on adapter board,
daughter board, add-on module, and backplane designs, as well as on larger planar boards.
Figure 1-1. PEX 8114 — Two-Port Device
PCI/PCI-X Bus Segment PEX 8114 PCI Express Link
ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book 3
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1.2.1

Introduction to PEX 8114 Operation

The PEX 8114 is a PCI Express-to-PCI-X bridge that provides a functional link froma PCI or
PCI-X Bus segment to a PCI Express port. This port can be configured as x1, x2, or x4 2.5 Gbps lanes.

The PCI Express port conforms to the PCI Express rl.0a.

PLX Technology, Inc.

Data received by the PCI/PCI-X input from an external PCI/PCI-X Bus is delivered to the
PCI Express port.

There are several Data Transfer modes that the PEX 8114 supports as it transfers data between PCI-X
and PCI Express.The PEX 8114 can operate as a Forward or Reverse bridge (by way of ball strap).

* As a Forward bridge, Configuration accesses are transmitted from the PCI Express Root Complex

* As a Reverse bridge, Configuration accesses are transmitted from the PCI-X Bus

¢ In addition to Forward and Reverse bridging, the PEX 8114 also operates as a Transparent bridge:

Figure 1-2 provides a PEX 8114 top-level block diagram.

— If a Type 1 Configuration access is seen, if it matches the host secondary bus, the Type 1
Configuration access is changed to a Type 0 Configuration access and accepted

— If the Type 1 Configuration access is for some destination further down the bus hierarchy,

the Type 1 Configuration access is maintained and passed along

Figure 1-2. PEX 8114 Top-Level Block Diagram
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1.3 Detailed Block Diagram

Figure 1-3 illustrates PEX 8114 implementation, with the modules at the data transfer core. Other
modules, such as the PCI-X Arbiter and Power Management, are not included in Figure 1-3.

Figure 1-3. PEX 8114 Top-Level Detailed Block Diagram
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1.3.1 Physical Layer — Layer 1

Layer 1 — Physical Layer (PHY) — defines the PCI Express electrical characteristics. The basic
transmission unit consists of two pairs of wires, called a lane. Each pair is equipped with unidirectional
data transmission at 2.5 Gbps, allowing the two wire pairs, when combined, to provide 2.5 Gbps
full-duplex communication, without the risk of transmission collision.

1.3.2 Data Link Layer — Layer 2

Layer 2 — Data Link Layer (DLL) — defines the PCI Express data control. The Data Link Layer provides
link management and data integrity, including error detection and correction. This layer calculates and
appends a Cyclic Redundancy Check (CRC) and Sequence Number to the information transmitted from

the Data packet. The CRC verifies that data from link to link is correctly transmitted'. The Sequence
Number allows proper Data Packet ordering.

1.3.3 Transaction Layer — Layer 3

Layer 3 — Transaction Layer (TL) — connects the lower protocols to the upper layers. This layer appears
to the upper layers as PCI.

The Transaction Layer packetizes and prepends a header to the Payload Data. Write and Read
commands, as well as prior sideband signals, such as Interrupts and Power Management requests, are
also included in this layer.

To achieve code compatibility with PCI, PCI Express does not modify the transaction layer. This is
significant because it allows vendors to leverage their existing PCI code to achieve not only a faster time
to market, using their proven design, it also provides a more stable and mature platform.

1. To ensure end-to-end data integrity, there is an optional feature in the PCI Express r1.0a. This feature is called
TLP Digest and is defined in Layer 3.

6 ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book
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1.3.4 Sample Paths
1.3.4.1 Forward Transparent Bridge Mode

In Forward Transparent Bridge mode, the Configuration cycles originate from the PCI Express link, by
way of the PEX 8114 bridge and out to the PCI/PCI-X Bus segment (Conventional PCI or PCI-X).

As a Forward bridge, all Configuration accesses are transmitted from the PCI Express Root Complex.

Figure 1-4. PEX 8114 as a Forward Bridge

PCI/PEI-X Configuration TLP Configuration
-
HOST
PCI/PCI-X PEX 8114
Device 0
PCI/PCI-X PCI Express
Device 1 PCI/PCI-X PCI Express
8 Bus Segment 7 Device
o
PCI/PCI-X
Device N
PCI Express
Device
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1.3.4.2

PLX Technology, Inc.

Reverse Transparent Bridge Mode

In Reverse Transparent Bridge mode, the Configuration cycles originate from the PCI/PCI-X Bus
segment (Conventional PCI or PCI-X), by way of the PEX 8114 bridge and out to the PCI Express link.

As a Reverse bridge, all Configuration accesses originate from the PCI/PCI-X Bus.

Figure 1-5. PEX 8114 as a Reverse Bridge
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1.4 PEX 8114 Applications

Various PEX 8114 applications are as follows:
¢ PCI Express Adapter Board
* PCI Express Motherboard to PCI-X Expansion Slot
¢ PCI-X Host Supporting a PCI Express Expansion Slot
¢ PCI-X Add-In Board Created from PCI Express Native Silicon
¢ PCI-X Extender Board

1.4.1 PCI Express Adapter Board

In a PCI Express Adapter Board application, the PEX 8114 is installed on a PCI Express adapter board,
allowing a Conventional PCI or PCI-X device to create a PCI Express board. This configuration is
illustrated in Figure 1-6, wherein the PEX 8114 is a Forward Transparent bridge.

Figure 1-6. PCI Express Board Created from PCI/PCI-X Native Silicon

PCI Express Adapter Board
Forward Transparent

PCI-X Bus PCI or PCI-X

PEX 8114 M Native Design

PCI Express Port

PCI Express Connector
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1.4.2 PCI Express Motherboard to PCI-X Expansion Slot

In a PCI Express Motherboard to PCI-X Expansion Slot application, the PEX 8114 is used on the
motherboard to support standard PCI-X add-in board slots. It is similar to the PCI Express Adapter
Board mode, as it allows a PCI Express root-based processor system to accept Conventional PCI or
PCI-X silicon. The configuration is illustrated in Figure 1-7, wherein the PEX 8114 is a Forward
Transparent bridge. An entire PCI-X Bus segment with standard PCI-X add-in boards can be supported
in this mode.

The PEX 8114’s simple design and small footprint make it an ideal bridge solution for the motherboard,
providing for PCI r3.0 or PCI-X r1.0b slot connectivity or interface to native PCI or PCI-X silicon I/O
components on the motherboard.

Figure 1-7. PEX 8114 on Motherboard Provides PCI/PCI-X Slots

Motherboard
HOST
CPU Root PCl PCI Express
Complex | Express Native Component
(PCI Ports
Express PCI Express Link
Native) Forward Transparent

PCl or PCI-X

PCI Express Link ddui
(X1, X2, x4) PEX 8114 ,; -in
oard
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1.4.3 PCI-X Host Supporting a PCI Express Expansion Slot

In a PCI-X Host supporting a PCI Express Expansion Slot application, the PEX 8114 is used
as a Reverse Transparent bridge on a PCI-X motherboard to create PCI Express links. The configuration
is illustrated in Figure 1-8, wherein the PEX 8114 is a Reverse Transparent bridge.

Figure 1-8. PCI-X Host Using PEX 8114 to Create PCI Express Board Slot

PCI-X Host Board
Reverse Transparent or Motherboard

PCI/PCI-X| | PCI-X Bus [ PEX PCI Express Link
Host | 8114

Board Slot
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1.4.4 PCI-X Add-In Board Created from PCI Express Native Silicon

A PCI-X add-in board created from PCI Express native silicon application enables adapter boards based
on state-of-the-art PCI Express silicon to plug into PCI/PCI-X motherboard expansion slots.
The configuration is illustrated in Figure 1-9, wherein the PEX 8114 is a Reverse Transparent bridge.

Figure 1-9. PCI-X Adapter Board Created Using PEX 8114 and PCI Express Native Silicon

Reverse Transparent

PCI-X Bus

PCI
Express
Native Silicon
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1.4.5 PCI-X Extender Board

A PCI-X Extender Board application uses the PEX 8114 to create a bridge board, enabling PCI
or PCI-X Bus expansion over standardized PCI Express cabling. The configuration is illustrated
in Figure 1-10, wherein the PEX 8114 is a Reverse Transparent bridge.

Figure 1-10. PCI-X Adapter Board Acting as Bridge Board for Bus Expansion
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PCI Express Cable
Connector
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”L. Chapter 2 Signal Ball Description

;—
TECHNOLOGY ©

2.1 Introduction

This chapter provides descriptions of the 256 PEX 8114 signal balls. The signals are divided into the
following groups:

* PCI/PCI-X Bus Interface Signals
* PCI Express Interface Signals

* Hot Plug Signals

* Strapping Signals

* JTAG Interface Signals

¢ Serial EEPROM Interface Signals

* Power and Ground Signals

The signal name, type, location, and a brief description are provided for each signal ball.

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book 15
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Abbreviations

The following abbreviations are used in the signal tables provided in this chapter.

Table 2-1. Ball Assignment Abbreviations

Abbreviation Description
# Active-Low signal
APWR 1.0V Power (VDDI10A) balls for SerDes Analog circuits
CPWR 1.0V Power (VDD10) balls for low-voltage Core circuits
DPWR 1.0V Power (VDD10S) balls for SerDes Digital circuits
GND Ground
I CMOS Input
/0 CMOS Bi-Directional Input/Output
I[/OPWR 3.3V Power (VDD33) balls for Input and Output interfaces
LVDSRn Differential low-voltage, high-speed, LVDS negative Receiver Inputs
LVDSRp Differential low-voltage, high-speed, LVDS positive Receiver Inputs
LVDSTn Differential low-voltage, high-speed, LVDS negative Transmitter Outputs
LVDSTp Differential low-voltage, high-speed, LVDS positive Transmitter Outputs
(0] CMOS Output
OD Open Drain Output
PCI PCI/PCI-X Compliant
PLLPWR 3.3V Power (VDD33A) balls for PLL circuits
PU Signal is internally pulled up
STRAP Strapping balls must be tied to High to VDD33 or Low to VSS on the board
STS PCI/PCI-X Sustained Three-State Output, driven High for one CLK before Float
TP Totem Pole
TS Three-State Bi-Directional

Note: Depending on the strapping configuration, certain balls change type. This is indicated in the

Type column and descriptive field for the associated balls.

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book
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2.2.1

Pull-Up Resistors

Pull-Up Resistors

The balls defined in Table 2-2 have weak internal pull-up resistor values. Therefore, it is strongly
advised that an external pull-up resistor to VDD33 (3K to 10K Ohms is recommended) be used on those
signal balls when implemented in a design. For the remaining balls listed in this section, depending
upon the application, certain balls are driven, pulled or tied, High or Low.

When the PCI_PME# ball is not used, it requires an external pull-up resistor.

When the Internal PCI Arbiter is not used (disabled), the PCI_REQ[3:1]# inputs require external pull-up
resistors. If the internal PCI Arbiter is used (enabled), the PCI_REQ[3:0]# balls must be driven, pulled,
or tied to a known state. Because the PCI_GNT[3:0]# outputs are driven, regardless of whether the PCI
Arbiter is enabled, they do not require external pull-up resistors, and can be connected or remain
unconnected (floating).

For information on Hot Plug systems, refer to the PCI Express-to-PCI/PCI-X Bridge r1.0 for ball
connection and usage.

For non-Hot Plug systems, the Hot Plug Input balls defined in Table 2-5 can remain unconnected,
as each has its own internal pull-up resistor.

Serial EEPROM interface balls EE_CS#, EE_DI, and EE_SK are outputs that are driven by the
PEX 8114, and can be connected or remain unconnected (floating). Serial EEPROM interface balls,
EE_DO is an input with an internal pull-up resistor. Drive, pull, or tie this input to a known state.

For designs that do not implement JTAG, ground the JTAG_TRST# ball and drive, pull, or tie the
JTAG_TCK input to a known value. JTAG_TDI, JTAG_TMS, and JTAG_TDO can remain
unconnected.

Table 2-2. Balls with Internal Pull-Up Resistors

Ball Name

EE_DO JTAG_TCK

HP_BUTTON# JTAG_TDI

HP_MRL# JTAG_TMS

HP_PRSNT# JTAG_TRST#

HP_PWRFLT#

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book 17
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2.3

18

PCI/PCI-X Bus Interface Signals

The PCI balls defined in Table 2-3 do not contain internal resistors and are generic primary and
secondary PCI/PCI-X interface balls. When producing motherboards, system slot boards, adapter
boards, backplanes, and so forth, the termination of these balls must follow the guidelines detailed in the
PCIr3.0 and PCI-X r1.0b. The following guidelines are not exhaustive; therefore, read in conjunction
with the appropriate PCI r3.0 and PCI-X r1.0b sections.

PCI Control signals require a pull-up resistor on the motherboard to ensure that these signals are at valid
values when a PCI Bus agent is not driving the bus. These Control signals include PCI_ACK64#,
PCI_DEVSEL#, PCI_FRAME#, PCI_INT[D:AJ#, PCI_IRDY# PCI_PERR#, PCI_REQG64#,
PCI_SERR#, PCI_STOP#, and PCI_TRDY#.

The 32-bit point-to-point and shared bus signals do not require pull-up resistors, as bus parking ensures
that these signals remain stable. The other 64-bit signals — PCI_AD[63:32], PCI_C/BE[7:4]#, and
PCI_PARG64 — also require pull-up resistors, as these signals are not driven during 32-bit transactions.

The PCI_INT[D:Al# balls require pull-up resistors, regardless of whether they are used. In Forward
Transparent Bridge mode, PCI_IDSEL is not used and requires a pull-up resistor. Depending on the
application, PCI_MG66EN can also require a pull-up resistor. The value of these pull-up resistors
depends on the bus loading. The PCI r3.0 provides formulas for calculating the resistor values. When
making adapter board devices where the PEX 8114 port is wired to the PCI connector, pull-up resistors
are not required because they are pre-installed on the motherboard.

Based on the above, in an embedded design, pull-up resistors can be required for PCI Control signals on
the bus.

The PEX 8114 includes 108 PCI/PCI-X signals, which are defined in Table 2-3. The categories included
in the Type columns of certain of these signals are from the PCI Express-to-PCI/PCI-X Bridge r1.0,
Tables 6-3 and 6-4.

By convention, multiple balls are listed in high-to-low order (that is, PCI_AD63, PCI_ADG62, ...,
PCI_ADO).

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book
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PCI/PCI-X Bus Interface Signals

Table 2-3. PCI/PCI-X Bus Interface Signals (108 Balls)

Symbol Type Location Description
64-Bit Transfer Acknowledge
/0 Asserted by the PCI Slave in response to PCI_REQ64#,
PCI_ACKO64# STS Al3 to acknowledge a 64-bit Data transfer.
PCI 0 = Acknowledges a 64-bit transfer
1 = No acknowledge
Al5,C15, Al6, D14,
B16, D15, C16, E13,
D16, E14, E15, F13,
El6, F14, F16, G13,
G16, G14, H15, H13,
1o H16, H14, J15,J13,
J16,J14,K15, K]3, Add d Data (64 Ball
PCI_AD[63:0] TS K16, K14, L16, L14, ress and Data (64 Balls)
PCI F1,F3,El, F4, D1, E3, PCI Multiplexed Address/Data Bus.
D2, D3, B1, C2, Al,
C3, A2, D4, B3, C4,
C7, A7,D8, A8, C8,
A9, D9, B10, A10,
Cl10, B11, D11, All,
Cl1, Al12,C12
Bus Command and Byte Enables (8 Balls)
During the PCI and/or PCI-X Address phase, PCI_C/BE[3:0]#
/0 Cl13. Al4. D13, Bl4 provide the command type.
PCI_C/BE[7:0]# TS Cl.A3,B7.D10 | During the Data phase of PCI and/or PCI-X Memory Write
PCI transactions, PCI_C/BE[7:0]# provide Byte Enables.
During the PCI-X Attribute phase, PCI_C/BE[7:0]# provide
a portion of the attribute information.
PCI/PCI-X Bus Clock Input
PCI CLK I 1 Clock reference when STRAP_CLK_MST=0.
PCI Not the clock reference when STRAP_CLK_MST=1.
(Refer to Chapter 3, “Clock and Reset,” for further details.)
Clock Outputs (4 Balls)
(0] PCI/PCI-X Bus clocks for up to four devices.
PCI_CLKOI3: L1,L2,K1, K .
CLCLKO[3:0] PCI 3 Derived from PEX_REFCLKn/p.
(Refer to Chapter 3, “Clock and Reset,” for further details.)
PCI Clock Delayed Feedback
PCI/PCI-X clock intended to be fed back to the PEX 8114
PCI_CLK input ball when STRAP_CLK_MST and
0 STRAP_EXT_CLK_SEL are High. The trace length provides
PCI_CLKO_DLY_FBK PCI N3 a time phase delay on the PCI clock that drives the internal PCI
circuitry, thereby aligning the internal PCI_CLK rising edge with
the clock edges of other PCI devices on the PCI Bus that can be
sufficiently separated physically, such that Clock-phase alignment
becomes necessary.
/0 Device Select
PCI_DEVSEL# STS A4 When actively driven, indicates the driving device decoded
PCI its address as the Target of the current access.
1o Frame
PCI_FRAME# STS D5 Driven b){ the transaction Initiator to indicate an access start
PCI and duration.
While PCI_FRAME# is asserted, Data transfers continue.
ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book 19
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Table 2-3. PCI/PCI-X Bus Interface Signals (108 Balls) (Cont.)

Symbol

Type

Location

Description

PCI_GNT#
or
PCI_GNTO#

I/0
TS
PCI

G3

Grant or Internal PCI Arbiter Grant 0

PCI_GNT# (Input):

‘When the PEX 8114 Internal PCI Arbiter is disabled, this is a PCI/
PCI-X Bus grant from the External Arbiter.

PCI_GNTO0# (Output):

‘When the PEX 8114 Internal PCI Arbiter is enabled, PCI_GNTO#
is an output to an arbitrating Master.

The PEX 8114 Arbiter asserts PCI_GNTO# to grant the PCI/PCI-X
Bus to the Master.

PCIL_GNT[3:1]#

TP
PCI

J3,J4, H3

Internal PCI Arbiter Grants 3 to 1 (3 Balls)

‘When the PEX 8114 Internal PCI Arbiter is enabled,
PCI_GNT][3:1]# are outputs (one each) to an arbitrating Master.
The Internal PCI Arbiter asserts PCI_GNT[3:1]# to grant the PCI/
PCI-X Bus to the corresponding Master.

PCI_IDSEL

PCI

E4

Device Select

Forward Transparent Bridge mode:

PCI_IDSEL is not used and requires a pull-up resistor.
Reverse Transparent Bridge mode:

Used as a Chip Select during Configuration Write and
Read transactions.

PCI_INT[D:AJ#

I/0
OD
PCI

M2, K4, M1, L3

Interrupts D, C, B, and A (4 Balls)
Forward Transparent Bridge mode:
PCI/PCI-X Bus interrupt inputs.
Reverse Transparent Bridge mode:
PCI/PCI-X Bus interrupt outputs.

PCI_IRDY#

I/0
OD
PCI

B4

Initiator Ready

PCI/PCI-X Bus Initiator ready. Indicates initiating agent’s
(Bus Master) ability to complete the current Data phase of the
transaction.

PCI_M66EN

PCI

B9

PCI Bus Clock Speed Capability Indicator
Refer to Table 3-3.

PCI_PAR

I/0
TS
PCI

D7

Parity
Even parity across PCI_AD[31:0] and PCI_C/BEJ[3:0]#.
PCI_PAR is stable and valid one clock after the Address phase.

For Data phases, PCI_PAR is stable and valid one clock after
PCI_IRDY# is asserted on a Write transaction or PCI_TRDY#
is asserted on a Read transaction.

After PCI_PAR is valid, it remains valid until one clock after the
current Data phase completes.

PCI_PAR64

I/0
TS
PCI

Cl4

Upper 32 Bits Parity
Even parity across PCI_AD[63:32] and PCI_C/BE[7:4]#.
PCI_PARG64 is stable and valid one clock after the Address phase.

For Data phases, PCI_PARG64 is stable and valid one clock after
PCI_IRDY# is asserted on a Write transaction or PCI_TRDY#
is asserted on a Read transaction.

After PCI_PARG64 is valid, it remains valid until one clock after
the current Data phase completes.

20
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Table 2-3. PCI/PCI-X Bus Interface Signals (108 Balls) (Cont.)

Symbol

Type

Location

Description

PCI_PCIXCAP

A5

PCI-X Capability

Used with PCI_PCIXCAP_PU to determine whether all devices
running on the PCI/PCI-X Bus are capable of running PCI-X
cycles and at which frequency.

Clock Master mode:

Connect the PCI_PCIXCAP_PU ball to the PCI_PCIXCAP ball
through a 1K-Ohm resistor when operating at PCI 66, and
PCI-X 66 and 133. A 56K-Ohm resistor between VDD33 and
the PCI_PCIXCAP ball is also required.

PCI_PCIXCAP_PU

C5

PCI/PCI-X Bus PCI_PCIXCAP Pull-Up Driver

Used with PCI_PCIXCAP to determine whether all agents on the
PCI/PCI-X Bus are PCI-X-compatible in Clock Master mode.

Clock Master mode:

Connect the PCI_PCIXCAP_PU ball to the PCI_PCIXCAP ball
through a 1K-Ohm resistor when operating at PCI 66, and
PCI-X 66 and 133.

PCI_PERR#

I/0
STS
PCI

B6

Parity Error

PCI/PCI-X Bus parity error indicator. Reports and records
Data Parity errors during all PCI transactions, except during
a special cycle.

PCI_PME#

I/0
TS
PCI

G4

Power Management Event

Forward Transparent Bridge mode:

PCI/PCI-X Bus Power Management Event (PME) indicator input.
Reverse Transparent Bridge mode:

PCI/PCI-X Bus Power Management Event indicator output.

PCI_REQ#

or

PCI_REQO#

I/0
PCI

G2

Request or Internal PCI Arbiter Request 0

PCI_REQ# (Output):

When the PEX 8114 Internal PCI Arbiter is disabled,

this is a PCI/PCI-X Bus request to the External Arbiter.
PCI_REQO0# (Input):

When the PEX 8114 Internal PCI Arbiter is enabled, PCI_REQO#
is an input from an arbitrating Master.

The Internal PCI Arbiter asserts PCI_GNTO# to grant the PCI/
PCI-X Bus to the Master.

PCI_REQ[3:1]#

PCI

H1, H2, Gl

Internal PCI Arbiter Requests 3 to 1 (3 Balls)

‘When the PEX 8114 Internal PCI Arbiter is enabled,
PCI_REQ[3:1]# are inputs (one each) from an arbitrating Master.
The Internal PCI Arbiter asserts a PCI_GNT][3:1]# signal to grant
the PCI/PCI-X Bus to the corresponding Master.

PCI_REQ64#

I/0
STS
PCI

D12

64-Bit Transfer Request

Asserted (0) with PCI_FRAME# by a PCI Bus Master to request
a 64-bit Data transfer.

Forward Transparent Bridge or Clock Master mode:

The PEX 8114 asserts PCI_REQ64# during PCI_RST# to
configure a 64-bit backplane.

Reverse Transparent Bridge mode and not Clock Master:

The PEX 8114 samples PCI_REQ64# at PCI_RST# de-assertion
to configure a 32- or 64-bit PCI backplane.
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Table 2-3. PCI/PCI-X Bus Interface Signals (108 Balls) (Cont.)

Symbol Type Location Description

Reset

Forward Transparent Bridge mode, Qutput:

Provides the PCI/PCI-X Bus reset. The PEX 8114 drives
PCI_RST# and asserts PCI_RST# during the initialization period.
1/0 Reverse Transparent Bridge mode, Input:

PCI_RST# H4 : ,
PCI Receives the external Reset signal from the bus.

(Refer to Chapter 3, “Clock and Reset,” for further details.)
Input that receives reset from an upstream Host and is the
equivalent of Hot Reset internally and causes the propagation of
Hot Reset across the PCI Express link.

Bus 100-MHz Indicator

When the PCI/PCI-X Bus is operating in PCI-X Clock Master
mode in Forward or Reverse Transparent Bridge mode, or
PCI_SEL100 I M4 Clock Slave mode in Forward Transparent Bridge mode:

0 = 133-MHz PCI-X Bus capability
1 = 100-MHz PCI-X Bus capability
In Clock Slave mode, pull PCI_SEL100 High or Low.

Bus System Error Indicator

Input:
/o Assertion detected by the Host, indicates a PCI System error
PCI_SERR# OD A6 occurred.
PCI QOutput:

Asserted by a Target, indicates a Fatal or Non-Fatal PCI Express
Parity error occurred.

1/0 Stop
PCI_STOP# STS Co6 Asserted by the Target to signal to end the transaction on the
PCI current Data phase.
/0 Target Ready
PCI_TRDY# STS D6 Driven by the Transaction Target to indicate its ability to complete
PCI the current Data phase.
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2.4 PCI Express Interface Signals

The PEX 8114 includes 23 PCI Express port interface signals, which are defined in Table 2-4. The port
signals are Low-Voltage Differential Signal format that requires two balls for each lane, in each
direction. The four PEX_LANE_GOODx# signals are used to drive LEDs to indicate the status of
each lane.

Table 2-4. PCI Express Interface Signals (23 Balls)

Symbol Type Location Description
PCI Express Lane Status Indicators (4 Balls)
PEX_LANE_GOODI3:0]# (0] R16, T16, R15, T15 | 0 = Lane active (LED is On)
1 = Lane inactive (LED is Off)
) 1(-) Negative Half of PCI Express Receiver Differential
PEX_PERn[3:0] LVDSRn MI1, M9, M7, M5 Signal Pairs (4 Balls)
) 1(+) Positive Half of PCI Express Receiver Differential
PEX_PERp[3:0] LVDSRp N1, N9, N7, N5 Signal Pairs (4 Balls)
) O(-) Negative Half of PCI Express Transmitter Differential
PEX_PETn(3:0] LVDSTn T11, 19, T7, T5 Signal Pairs (4 Balls)
. O(+) Positive Half of PCI Express Transmitter Differential
PEX_PETp(3:0] LVDSTp R1I, R9, R7, RS Signal Pairs (4 Balls)
PCI Express Reset
Used to cause a Fundamental Reset.
PEX_PERST# I Tl In Forward Transparent Bridge mode, PEX_PERST# is a 3.3V
input with a weak internal pull-up resistor.
(Refer to Chapter 3, “Clock and Reset,” for further details.)
10) Negative Half of 100-MHz PCI Express Reference Clock
PEX_REFCLKn LVDSn R3 Signal Pair
(Refer to Chapter 3, “Clock and Reset,” for details.)
164) Positive Half of 100-MHz PCI Express Reference Clock
PEX_REFCLKp LVDS T3 Signal Pair
P (Refer to Chapter 3, “Clock and Reset,” for details.)
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Hot Plug Signals
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The PEX 8114 includes nine Hot Plug signals for the PCI Express port, defined in Table 2-5.

Table 2-5. Hot Plug Signals (9 Balls)

Symbol

Type

Location

Description

HP_ATNLED#

T14

Hot Plug Attention LED

Slot Control Logic output used to drive the Attention Indicator. Set Low
to turn On the LED.

High/Off = Standard Operation

Low/On = Operational problem at this slot
Blinking = Slot is identified at the user’s request
Blinking Frequency = 2.0 Hz, 50% duty cycle

HP_BUTTON#

PU

T13

Hot Plug Attention Button

Slot Control Logic input directly connected to the Attention Button, which
is pressed to request Hot Plug operations. Can be implemented on the
bridge or downstream device.

HP_CLKEN#

R14

Clock Enable

Reference Clock enable output.

Enabled when the Slot Capabilities register Power Controller Present bit
is set (offset 7Ch[1]=1), and controlled by the Slot Control register Power
Controller Control bit (offset 80h[10]).

The time delay from HP_PWREN# (and HP_PWRLED#) output assertion

to HP_CLKEN# output assertion is programmable from 16 ms (default) to

128 ms, in the HPC Tpepv Delay field (oftset 1EOh[4:3]).

HP_MRL#

PU

R13

Manually Operated Retention Latch Sensor

Slot Control Logic and Power Controller input directly connected to the
MRL Sensor. Manually operated Retention Latch switch signal for inserting
and extracting Hot Plug-capable boards.

High = Board is not available or properly seated in slot
Low = Board not properly seated in slot

HP_PERST#

P14

Reset

Hot Plug Reset for downstream link. Enabled by the Slot Control register
Power Controller Control bit (offset 80h[10]).

HP_PRSNT#

PU

P13

PCI Present

Input connected to external logic that directly outputs PRSNT# from the
external combination of PRSNT1# and PRSNT2#.

HP_PWREN#

N14

Power Enable

Slot Control Logic output that controls the slot power state. When
HP_PWREN# is Low, power is enabled to the slot.

HP_PWRFLT#

PU

N13

Power Fault Input

Indicates that the Slot Power Controller detected a power fault on one or
more supply rails.

HP_PWRLED#

M13

Power LED

Slot Control Logic output used to drive the Power Indicator. This output
is set Low to turn On the LED.
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2.6 Strapping Signals

The eight PEX 8114 Strapping signals, defined in Table 2-6, set the configuration of Forward and
Reverse Transparent Bridge mode, Clock Master and Arbiter Master selection, as well as various Setup
and Test modes. These balls must be tied High to VDD33 or Low to VSS.

Table 2-6. Strapping Signals (8 Balls)

Symbol Type Location Description

Arbiter Select
Internal or external PCI/PCI-X Arbiter select. Strapping signal that

I enables and disables the PEX 8114 PCI/PCI-X Internal PCI Arbiter.

TRAP_ARB L
S - STRAP > 1 = Enables the Arbiter

0 = Disables the Arbiter (refer to Chapter 11, “PCI/PCI-X
Arbiter”)
Clock Master Select

In Clock Master mode, the 100-MHz PEX_REFCLKn/p signals
are used to generate a clock of 25, 33, 50, 66, 100, or 133 MHz
I on the PCI_CLKO[3:0] balls. The clock frequency is
STRAP_CLK_MST STRAP L4 determined by the PCI_PCIXCAP, PCI_M66EN clock,

and PCI_SEL100 ball states. (Refer to Table 3-3.)

1 = PEX 8114 is the PCI_CLK Generator (Clock Master mode)
0 =PEX 8114 is the PCI_CLK Receiver (Clock Slave mode)

External PCI Clock Select

‘When the PEX 8114 is in Clock Master mode and this ball is Low,
the PCI clock is driven from the internal PCI clock frequency
generator to the internal PCI module by way of a fed back
I Clock signal. In this case, the PCI_CLK ball need not be driven by
STRAP_EXT_CLK_SEL STRAP N6 a Clock signal, but pulled to a known level by external circuitry.
When the STRAP_EXT_CLK_SEL and STRAP_CLK_MST balls
are High, the PCI clock must be driven externally from the
PCI_CLKO_DLY_FBK output to the PCI_CLK input. The trace
length and delay from PCI_CLK must match the length of other
PCB trace driven from PCI_CLKO[3:0] to external PCI devices.

Forward Transparent Bridge Mode Select

Strapping signal that selects between Forward and Reverse
STRAP_FWD P16 Transparent Bridge modes.

STRAP 1 = Forward Transparent Bridge mode

0 = Reverse Transparent Bridge mode

PLL Bypass
STRAP_PLL_BYPASS# STRAP P3 Factory Test Only
Tied High for standard operation.

Test Mode Select (2 Balls)
T2,R2 Factory Test Only
Tied High for standard operation.

STRAP_TESTMODE][1:0] STRAP

Transparent Mode Select
Strapping signal that selects Transparent mode.

STRAP_TRAN STRAP P15 Note: Value is always 1.

1 = Transparent mode
0 = Reserved
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2.7

Table 2-7. JTAG Interface Signals (5 Balls)
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JTAG Interface Signals

The PEX 8114 includes five signals for performing JTAG boundary scan, defined in Table 2-7.
For further details, refer to Chapter 15, “Test and Debug.”

Symbol

Type

Location

Description

JTAG_TCK

PU

P1

Test Clock Input

Clock source for the PEX 8114 Test Access Port (TAP). JTAG_TCK can be
any frequency from O to 10 MHz.

JTAG_TDI

PU

N2

Test Data Input
Used to input data into the TAP.

When the TAP enables this ball, it is sampled on the rising edge of
JTAG_TCK and the sampled value is input to the selected TAP shift register.

JTAG_TDO

N1

Test Data Output

Used to transmit serial data from the PEX 8114 TAP. Data from the selected
shift register is shifted out of JTAG_TDO.

JTAG_TMS

PU

P2

Test Mode Select

Sampled by the TAP on the rising edge of JTAG_TCK. The TAP state
machine uses the JTAG_TMS ball to determine the TAP mode.

JTAG_TRST#

PU

R1

Test Reset

Resets JTAG. Toggle or hold at O for the PEX 8114 to properly function.
Resets the TAP.
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2.8

Serial EEPROM Interface Signals

Serial EEPROM Interface Signals

The PEX 8114 includes five signals for interfacing to a serial EEPROM, defined in Table 2-8. EE_DO
requires a weak internal pull-up resistor.

Table 2-8. Serial EEPROM Interface Signals (5 Balls)

Symbol

Type

Location

Description

EE_CS#

(0}

N15

Serial EEPROM Active-Low Chip Select Output

Weakly pulled up. Can remain floating if not used or use a stronger pull-up
resistor (5K to 10K Ohms).

EE_DI

Mi16

Serial EEPROM Data In
PEX 8114 output to the serial EEPROM Data input.

Weakly pulled up. Can remain floating if not used or use a stronger pull-up
resistor (5K to 10K Ohms).

EE_DO

PU

N16

Serial EEPROM Data Out
PEX 8114 input from the serial EEPROM Data output.

Weakly pulled up. Can remain floating if not used or use a stronger pull-up
resistor (5K to 10K Ohms).

EE_PR#

L13

Serial EEPROM Active-Low Present Input

When a serial EEPROM is not used, must be pulled up to VDD33. 5K- to
10K-Ohm pull-up resistor recommended. Must be connected to VSS if a
serial EEPROM is present and used.

EE_SK

M14

7.8-MHz Serial EEPROM Clock

For a PCI-X clock greater than 66 MHz, a 10-MHz serial EEPROM is
needed. For clock rates of 66 MHz and lower, a 5-MHz serial EEPROM
is sufficient.

Weakly pulled up. Can remain floating if not used or use a stronger pull-up
resistor (5K to 10K Ohms).
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2.9 Power and Ground Signals
Table 2-9. Power and Ground Signals (98 Balls)
Symbol Type Location Description
E6, E8, E9, E11, FS, Core Supply Voltage (15 Balls)
VDDI10 CPWR F12, G5, G12,7J5, J12, 1OV Power for Core Logic V.
K5, K12, M6, M10,M12 | 8i¢ YCORE:
SerDes Analog Supply Voltage
VDDI0A APWR M8 1.0V Power for SerDes Analog Circuits.
SerDes Digital Supply Voltage (6 Balls)
VDD10S DPWR P8, R4, R6, R8, R10, R12
e ’ 1.0V Power for SerDes Digital Circuits.
B2, B8, B12, B15, E5,
E7,E10,E12,F2,G15, | /O Supply Voltage (17 Balls)
VDD33 VOPWR H5, H12, J2, L12, M3, 3.3V Power for I/O logic functions Vpyye-
M15, P12
PLL Analog Supply Voltage
VDD33A PLLPWR P4 3.3V Power for PLL Circuits.
B35, B13, C9, E2, F6,
F7, F8, F9, F10, F11,
F15, G6, G7, G8, G9,
G10, G11, H6, H7, HS,
H9, H10, H11, J6, J7,
VSS GND 18,719,710, J11, K2, Digital Ground Connections (55 Balls)
K6, K7, K8, K9, K10,
K11,L6,L7,1L8, L9,
L10,L11,L15, N8, N10,
N12, P5, P6, P7, P9,
P10, P11, T4, T8, T12
VSSA GND N4 Analog Ground Connection
SerDes Termination Supply (2 Balls)
VTT_PEX[1:0] Supply T10, T6 ] o ) )
Tied to SerDes termination supply voltage (typically 1.5V).2

a. PEX_PETn/p[x] SerDes termination supply voltage controls the transmitter Common mode voltage (Vx_cy) value
and output voltage swing (Vrx_pirpp), per the following formula:

Vex-cm = Veor = Vox prrep
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Table 2-10. Ball Assignments by Location

Location Signal Name
Al PCI_AD21
A2 PCI_ADI19
A3 PCI_C/BE2#
A4 PCI_DEVSEL#
AS PCI_PCIXCAP
A6 PCI_SERR#
A7 PCI_AD14
A8 PCI_ADI12
A9 PCI_ADI10

Al0 PCI_AD7
All PCI_AD3
Al2 PCI_ADI1
Al3 PCI_ACKO64#
Al4 PCI_C/BE6#
Al5 PCI_ADG63
Al6 PCI_AD61
B1 PCI_AD23
B2 VDD33
B3 PCI_AD17
B4 PCI_IRDY#
B5 VSS
B6 PCI_PERR#
B7 PCI_C/BE1#
B8 VDD33
B9 PCI_M66EN
B10 PCI_ADS
B11 PCI_ADS5
B12 VDD33
B13 VSS
B14 PCI_C/BE4#
B15 VDD33
B16 PCI_ADS9
Cl PCI_C/BE3#
C2 PCI_AD22
C3 PCI_AD20
C4 PCI_AD16

Ball Assignments by Location

29



Signal Ball Description PLX Technology, Inc.

Table 2-10. Ball Assignments by Location (Cont.)

Location Signal Name
C5 PCI_PCIXCAP_PU
C6 PCI_STOP#
C7 PCI_AD15
C8 PCI_ADI11
Cc9 VSS
C10 PCI_ADG6
Cl1 PCI_AD2
C12 PCI_ADO
C13 PCI_C/BE7#
Cl4 PCI_PAR64
C15 PCI_AD62
Cl6 PCI_ADS57
D1 PCI_AD27
D2 PCI_AD25
D3 PCI_AD24
D4 PCI_AD18
D5 PCI_FRAME#
D6 PCI_TRDY#
D7 PCI_PAR
D8 PCI_AD13
D9 PCI_AD9
D10 PCI_C/BEO#
D11 PCI_AD4
D12 PCI_REQ64#
D13 PCI_C/BE5#
D14 PCI_AD60
D15 PCI_ADS8
D16 PCI_ADS55
El PCI_AD29
E2 VSS
E3 PCI_AD26
E4 PCI_IDSEL
E5 VDD33
E6 VDD10
E7 VDD33
ES8 VDDI10
E9 VDDI10
E10 VDD33
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Table 2-10. Ball Assignments by Location (Cont.)

Location Signal Name
El1l VDD10
E12 VDD33
E13 PCI_ADS56
E14 PCI_ADS54
E15 PCI_ADS3
El6 PCI_ADS51
F1 PCI_AD31
F2 VDD33
F3 PCI_AD30
F4 PCI_AD28
F5 VDD10
F6 VSS
F7 VSS
F8 VSS
F9 VSS
F10 VSS
F11 VSS
F12 VDDI10
F13 PCI_ADS52
F14 PCI_ADS0
F15 VSS
F16 PCI_AD49
Gl PCI_REQ1#
G2 PCI_REQ# or PCI_REQO#
G3 PCI_GNT# or PCI_GNTO#
G4 PCI_PME#
G5 VDDI10
G6 VSS
G7 VSS
G8 VSS
G9 VSS
G10 VSS
Gl1 VSS
Gl12 VDD10
G13 PCI_AD48
Gl4 PCI_AD46
G15 VDD33
Gl6 PCI_ADA47
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Table 2-10. Ball Assignments by Location (Cont.)

Location Signal Name
H1 PCI_REQ3#
H2 PCI_REQ2#
H3 PCI_GNT1#
H4 PCI_RST#
HS5 VDD33
H6 VSS
H7 VSS
HS8 VSS
H9 VSS
H10 VSS
H11 VSS
HI12 VDD33
H13 PCI_AD44
H14 PCI_AD42
H15 PCI_ADA45
H16 PCI_AD43
1 PCI_CLK
12 VDD33
I3 PCI_GNT3#
J4 PCI_GNT2#
J5 VDDI10
J6 VSS
J7 VSS
I8 VSS
J9 VSS
J10 VSS
J11 VSS
J12 VDD10
J13 PCI_AD40
J14 PCI_AD38
J15 PCI_AD41
J16 PCI_AD39
K1 PCI_CLKO1
K2 VSS
K3 PCI_CLKOO
K4 PCI_INTC#
K5 VDDI10
K6 VSS
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Table 2-10. Ball Assignments by Location (Cont.)

Location Signal Name
K7 VSS
K8 VSS
K9 VSS
K10 VSS
K11 VSS
K12 VDDI10
K13 PCI_AD36
K14 PCI_AD34
K15 PCI_AD37
K16 PCI_AD35
L1 PCI_CLKO3
L2 PCI_CLKO2
L3 PCI_INTA#
L4 STRAP_CLK_MST
L5 STRAP_ARB
L6 VSS
L7 VSS
L8 VSS
L9 VSS
L10 VSS
L11 VSS
L12 VDD33
L13 EE_PR#
L14 PCI_AD32
L15 VSS
L16 PCI_AD33
Ml PCI_INTB#
M2 PCI_INTD#
M3 VDD33
M4 PCI_SEL100
M5 PEX_PERnO
M6 VDD10
M7 PEX_PERnl
M8 VDD10A
M9 PEX_PERn2
MI10 VDDI10
Ml1 PEX_PERn3
M12 VDD10
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Table 2-10. Ball Assignments by Location (Cont.)

Location Signal Name
M13 HP_PWRLED#
M14 EE_SK
M15 VDD33
Mi16 EE_DI
N1 JTAG_TDO
N2 JTAG_TDI
N3 PCI_CLKO_DLY_FBK
N4 VSSA
N5 PEX_PERpO
N6 STRAP_EXT_CLK_SEL
N7 PEX_PERpl
N8 VSS
N9 PEX_PERp2
N10 VSS
NI11 PEX_PERp3
N12 VSS
N13 HP_PWRFLT#
N14 HP_PWREN#
N15 EE_CS#
N16 EE_DO
P1 JTAG_TCK
P2 JTAG_TMS
P3 STRAP_PLL_BYPASS#
P4 VDD33A
P5 VSS
P6 VSS
pP7 VSS
P8 VDD10S
P9 VSS
P10 VSS
P11 VSS
P12 VDD33
P13 HP_PRSNT#
P14 HP_PERST#
P15 STRAP_TRAN
P16 STRAP_FWD
R1 JTAG_TRST#
R2 STRAP_TESTMODEO
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Table 2-10. Ball Assignments by Location (Cont.)

Location Signal Name
R3 PEX_REFCLKn
R4 VDD10S
RS PEX_PETp0
R6 VDD10S
R7 PEX_PETpl
R8 VDDI10S
R9 PEX_PETp2
R10 VDD10S
RI11 PEX_PETp3
R12 VDD10S
R13 HP_MRL#
R14 HP_CLKEN#
R15 PEX_LANE_GOOD1#
R16 PEX_LANE_GOOD3#
Tl PEX_PERST#
T2 STRAP_TESTMODEI1
T3 PEX_REFCLKp
T4 VSS
TS PEX_PETn0O
T6 VTT_PEXO0
T7 PEX_PETnl1
T8 VSS
T9 PEX_PETn2
T10 VTT_PEXI1
T11 PEX_PETn3
T12 VSS
T13 HP_BUTTON#
T14 HP_ATNLED#
T15 PEX_LANE_GOODO#
T16 PEX_LANE_GOOD2#
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Ball Assignments by Signal Name

Table 2-11. Ball Assignments by Signal Name
Location Signal Name

N15 EE_CS#
M16 EE_DI

N16 EE_DO

L13 EE_PR#
M14 EE_SK

T14 HP_ATNLED#
T13 HP_BUTTON#
R14 HP_CLKEN#
RI13 HP_MRL#

P14 HP_PERST#
P13 HP_PRSNT#
N14 HP_PWREN#
N13 HP_PWRFLT#
M13 HP_PWRLED#
P1 JTAG_TCK

N2 JTAG_TDI

N1 JTAG_TDO

P2 JTAG_TMS

R1 JTAG_TRST#
Al3 PCI_ACKO64#
CI12 PCI_ADO

Al12 PCI_ADI1

Cl1 PCI_AD2

All PCI_AD3

D11 PCI_AD4

B11 PCI_ADS5

C10 PCI_AD6

A10 PCI_AD7

B10 PCI_ADS8

D9 PCI_AD9

A9 PCI_ADI10

C8 PCI_ADI11

A8 PCI_ADI12

D8 PCI_ADI13

A7 PCI_AD14

Cc7 PCI_ADI15
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Table 2-11. Ball Assignments by Signal Name (Cont.)
Location Signal Name
C4 PCI_AD16
B3 PCI_AD17
D4 PCI_ADI18
A2 PCI_AD19
C3 PCI_AD20
Al PCI_AD21
C2 PCI_AD22
Bl PCI_AD23
D3 PCI_AD24
D2 PCI_AD25
E3 PCI_AD26
D1 PCI_AD27
F4 PCI_AD28
El PCI_AD29
F3 PCI_AD30
F1 PCI_AD31
L14 PCI_AD32
L16 PCI_AD33
K14 PCI_AD34
K16 PCI_AD35
K13 PCI_AD36
K15 PCI_AD37
J14 PCI_AD38
J16 PCI_AD39
J13 PCI_AD40
J15 PCI_AD41
H14 PCI_AD42
H16 PCI_AD43
H13 PCI_AD44
H15 PCI_AD45
Gl4 PCI_AD46
Gl16 PCI_AD47
G13 PCI_AD48
F16 PCI_AD49
F14 PCI_ADS0
E16 PCI_AD51
F13 PCI_ADS52
El5 PCI_ADS3
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Table 2-11. Ball Assignments by Signal Name (Cont.)

Location Signal Name

El4 PCI_ADS54
D16 PCI_ADS55
E13 PCI_ADS56
Cl16 PCI_ADS57
D15 PCI_ADS58
B16 PCI_AD59
D14 PCI_AD60
Al6 PCI_AD61
C15 PCI_AD62
AlS PCI_ADG63
D10 PCI_C/BEO#

B7 PCI_C/BE1#

A3 PCI_C/BE2#

C1 PCI_C/BE3#
B14 PCI_C/BE4#
D13 PCI_C/BE5#
Al4 PCI_C/BE6#
C13 PCI_C/BE7#

1 PCI_CLK

K3 PCI_CLKOO

K1 PCI_CLKO1

L2 PCI_CLKO2

L1 PCI_CLKO3

N3 PCI_CLKO_DLY_FBK
A4 PCI_DEVSEL#

D5 PCI_FRAME#

G3 PCI_GNT# or PCI_GNTO#
H3 PCI_GNT1#

J4 PCI_GNT2#

I3 PCI_GNT3#

E4 PCI_IDSEL

L3 PCI_INTA#

Ml PCI_INTB#

K4 PCL_INTC#

M2 PCI_INTD#

B4 PCI_IRDY#

B9 PCI_M66EN

D7 PCI_PAR

38 ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book

Copyright © 2007 by PLX Technology, Inc. All Rights Reserved — Version 3.0



January, 2007 Ball Assignments by Signal Name

Table 2-11. Ball Assignments by Signal Name (Cont.)

Location Signal Name

Cl4 PCI_PAR64

AS PCI_PCIXCAP

C5 PCI_PCIXCAP_PU

B6 PCI_PERR#

G4 PCI_PME#

G2 PCI_REQ# or PCI_REQO#
Gl PCI_REQ1#

H2 PCI_REQ2#

H1 PCI_REQ3#

D12 PCI_REQ64#

H4 PCI_RST#

M4 PCI_SEL100

A6 PCI_SERR#

C6 PCI_STOP#

D6 PCI_TRDY#

T15 PEX_LANE_GOODO#
R15 PEX_LANE_GOODI1#
T16 PEX_LANE_GOOD2#
R16 PEX_LANE_GOOD3#
M5 PEX_PERnO

M7 PEX_PERnlI

M9 PEX_PERn2
Ml11 PEX_PERn3

N5 PEX_PERpO

N7 PEX_PERpl

N9 PEX_PERp2

N11 PEX_PERp3

T1 PEX_PERST#

TS5 PEX_PETn0O

T7 PEX_PETnl1

T9 PEX_PETn2

T11 PEX_PETn3

R5 PEX_PETp0

R7 PEX_PETpl

R9 PEX_PETp2

R11 PEX_PETp3

R3 PEX_REFCLKn

T3 PEX_REFCLKp

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book 39

Copyright © 2007 by PLX Technology, Inc. All Rights Reserved — Version 3.0



Signal Ball Description

40

PLX Technology, Inc.

Table 2-11. Ball Assignments by Signal Name (Cont.)
Location Signal Name

L5 STRAP_ARB

L4 STRAP_CLK_MST

N6 STRAP_EXT_CLK_SEL
P16 STRAP_FWD

P3 STRAP_PLL_BYPASS#
R2 STRAP_TESTMODEO
T2 STRAP_TESTMODE1
P15 STRAP_TRAN

E6 VDDI10

ES VDDI10

E9 VDDI10

Ell VDDI10

F5 VDDI10

F12 VDDI10

G5 VDDI10

G12 VDDI10

5 VDDI10

J12 VDDI10

K5 VDDI10

K12 VDDI10

M6 VDDI10
M10 VDDI10
Mi12 VDDI10

M8 VDDI0A

P8 VDDI10S

R4 VDD10S

R6 VDDI10S

RS VDDI10S

R10 VDD10S

RI2 VDDI10S

B2 VDD33

B8 VDD33

BI12 VDD33

B15 VDD33

E5 VDD33

E7 VDD33

E10 VDD33

El12 VDD33
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Table 2-11. Ball Assignments by Signal Name (Cont.)
Location Signal Name

F2 VDD33
G15 VDD33
H5 VDD33
H12 VDD33
2 VDD33
L12 VDD33
M3 VDD33
MI15 VDD33
P12 VDD33
P4 VDD33A
B5 VSS
B13 VSS
Cc9 VSS
E2 VSS
F6 VSS
F7 VSS
F8 VSS
F9 VSS
F10 VSS
F11 VSS
F15 VSS
G6 VSS
G7 VSS
G8 VSS
G9 VSS
G10 VSS
Gl1 VSS
H6 VSS
H7 VSS
H8 VSS
H9 VSS
H10 VSS
HI11 VSS

J6 VSS

J7 VSS

J8 VSS

J9 VSS
J10 VSS
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Table 2-11. Ball Assignments by Signal Name (Cont.)

Location Signal Name

J11 VSS

K2 VSS

K6 VSS

K7 VSS

K8 VSS

K9 VSS

K10 VSS

K11 VSS

L6 VSS

L7 VSS

L8 VSS

L9 VSS

L10 VSS

L11 VSS

L15 VSS

N8 VSS

N10 VSS

N12 VSS

P5 VSS

P6 VSS

P7 VSS

P9 VSS

P10 VSS

P11 VSS

T4 VSS

T8 VSS

T12 VSS

N4 VSSA

T6 VTT_PEXO0
T10 VTT_PEXI1
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2.12

Figure 2-1.

Physical Ball Assignment

Physical Ball Assignment

PEX 8114 256-Ball PBGA Package Physical Ball Assignment (Underside View)

16 15 14 13 12 1 10 9 8 7 6 5 4 3 2 1
PCI_AD61 PCI_AD63 PCI_C/BE6# | PCI_ACK64# PCI_AD1 PCI_AD3 PCI_AD7 PCI_AD10 PCI_AD12 PCI_AD14 PCI_SERR# | PCI_PCIXCAP | PCI_DEVSEL#| PCI_C/BE2# PCI_AD19 PCI_AD21
PCI_AD59 VDD33 PCI_C/BE4# Vss VDD33 PCI_ADS PCI_AD8 PCI_M66EN VDD33 PCI_C/BE1# PCI_PERR# VvSs PCI_IRDY# PCI_AD17 VDD33 PCI_AD23
PCI_ADS7 PCI_AD62 PCI_PAR64 PCI_CIBET7# PCI_ADO PCI_AD2 PCI_AD6 VSs PCI_AD11 PCI_AD15 PCI_STOP# PCI_?SLXCAP PCI_AD16 PCI_AD20 PCI_AD22 PCI_C/BE3#
PCI_ADS5 PCI_ADS58 PCI_AD60 PCI_C/BES# | PCI_REQ64# PCI_AD4 PCI_C/BEO# PCI_AD9 PCI_AD13 PCI_PAR PCI_TRDY# | PCI_FRAME# PCI_AD18 PCI_AD24 PCI_AD25 PCI_AD27
PCI_AD51 PCI_ADS53 PCI_AD54 PCI_ADS56 VDD33 VDD10 VDD33 VDD10 VDD10 VDD33 VDD10 VDD33 PCI_IDSEL PCI_AD26 VSs PCI_AD29
PCI_AD49 VvSs PCI_AD50 PCI_ADS52 VDD10 Vss Vvss VSs VSs Vvss Vvss VDD10 PCI_AD28 PCI_AD30 VDD33 PCI_AD31
PCI_AD47 VDD33 PCI_AD46 PCI_AD48 VDD10 Vss Vvss VvSs VSs Vvss Vvss VDD10 PCI_PME# PP%I{?},\:\I?O?; PP%LF;EE%?O:.' PCI_REQ1#
PCI_AD43 PCI_AD45 PCI_AD42 PCI_AD44 VDD33 Vss Vvss VSs VSs Vvss Vvss VDD33 PCI_RST# PCI_GNT1# PCI_REQ2# PCI_REQ3#
PCI_AD39 PCI_AD41 PCI_AD38 PCI_AD40 VDD10 Vss Vvss Vss VSs Vvss Vvss VDD10 PCI_GNT2# PCI_GNT3# VDD33 PCI_CLK
PCI_AD35 PCI_AD37 PCI_AD34 PCI_AD36 VDD10 Vvss Vvss VSs VSs Vvss Vss VDD10 PCI_INTC# PCI_CLKOO VSs PCI_CLKO1
PCI_AD33 VSs PCI_AD32 EE_PR# VDD33 Vvss Vvss Vss VvSs Vvss Vss STRAP_ARB STRAMPS’_FLK’ PCI_INTA# PCI_CLKO2 PCI_CLKO3

EE_DI VDD33 EE_SK HP_PWRLED# VDD10 PEX_PERN3 VDD10 PEX_PERn2 VDD10A PEX_PERn1 VDD10 PEX_PERnO | PCI_SEL100 VDD33 PCI_INTD# PCI_INTB#
EE_DO EE_CS# HP_PWREN# | HP_PWRFLT# VSs PEX_PERp3 Vvss PEX_PERp2 VSs PEX_PERp1 STS_A::SE;_T’ PEX_PERpO VSSA PCI’YCiIE}éa’DL JTAG_TDI JTAG_TDO
STRAP_FWD | STRAP_TRAN| HP_PERST# | HP_PRSNT# VDD33 Vvss Vvss Vss VDD10S Vvss Vvss VSs VDD33A ST%@Z’SPSI;‘L’B JTAG_TMS JTAG_TCK
PE%:SS’;E’G PE):)’OLS:IE’G HP_CLKEN# HP_MRL# VDD10S PEX_PETp3 VDD10S PEX_PETp2 VDD10S PEX_PETp1 VDD10S PEX_PETpO VDD10S PEX_REFCLKn| STF:A%D[;EEST JTAG_TRST#
PE)Z;IC;SI:#E,G PE):)’Ongf’G HP_ATNLED# | HP_BUTTON# VSs PEX_PETn3 VTT_PEX1 PEX_PETn2 VSs PEX_PETn1 VTT_PEX0 PEX_PETnO Vvss PEX_REFCLKp| STF:A%D[;;EST PEX_PERST#
16 15 14 13 12 1" 10 9 8 7 6 5 4 3 2 1
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3.1.1

aLOG Y ©

PEX 8114 Clocking Introduction

Note: The PEX 8114 is compliant with the PCI-X Addendum to PCI Local Bus Specification,
Revisions 1.0b and 2.0a.

The PCI/PCI-X clock domain PLL is driven by the 100-MHz PEX_REFCLKn/p input, as well as
PCI_CLK input. When the PCI/PCI-X clock domain PLL is driven by PEX_REFCLKn/p, the PLL is
used to synthesize the PCI system clock and is referred to as operating in Clock Master mode. When the
PCI/PCI-X clock domain PLL is driven by PCI_CLK, it is referred to as operating in Clock Slave mode.

The PEX 8114 includes a PCI-X Bus Clock Generator and two internal clock domains — one each for
PCI-X and PCI Express. The Clock Generator is capable of synthesizing common PCI Clock
frequencies and driving four Clock Output balls, PCI_CLKO[3:0]. The PCI Express clock domain runs
at a frequency that is compatible with 2.5 Gbps PCI Express data transmission rates, and is a Slave to
the PEX_REFCLKn/p inputs. The PCI-X clock domain is driven by the PCI_CLK input system clock,
and runs at the PCI-X Bus clock frequency.

PCI-X Clock Generator

The PEX 8114 PCI/PCI-X (PCI-X) Clock Generator is used to synthesize PCI-X Bus clocks. The
PCI-X Clock Generator is driven by PEX_REFCLKn/p, and can generate four externally usable PCI-X
Bus system clocks. These clocks are driven out of the PEX 8114 onto the PCI_CLKO[3:0] balls.
PCI_CLKOI3:0] are designed to drive four external PCI devices.

In addition to PCI_CLKOI3:0], the Clock Master circuitry also provides a PCI_CLKO_DLY_FBK
Clock Output ball. The PCI_CLKO_DLY_FBK output can optionally drive the PCI_CLK input to the
PEX 8114, by way of a trace on the Printed Circuit Board (PCB). This ensures that the PCI-X System
Clock-phase alignment requirements are satisfied when other devices are located requiring long clock
lines on the PCB.

The PCI/PCI-X Clock Generator is enabled when the STRAP_CLK_MST input ball is High.
The synthesized PCI/PCI-X clock frequency is determined by the PCI_MG66EN, PCI_PCIXCAP,
PCI_PCIXCAP_PU, and PCI_SEL100 balls. (Refer to Section 3.3.) The Clock Generator is capable
of synthesizing frequencies at 25. 33. 50, 66, 100, and 133 MHz. When the Clock Generator is disabled,
the PCI_CLKO[3:0] and PCI_CLKO_DLY_FBK signals are driven Low. Additionally,
the PCI_CLKO[3:0] signals can be individually disabled by writing O to the register bit associated
with that specific output (offset FAOh, PCI_CLKO_EN[3:0] field). When the PEX 8114 exits reset with
STRAP_CLK_MST Low, the PCI_CLKO[3:0] and PCI_CLKO_DLY_FBK outputs are driven Low.
When STRAP_CLK_MST is High at PEX 8114 reset, the PCI_CLKO[3:0] and PCI_CLKO_DLY_FBK
outputs drive active clocks.

When the PEX 8114 is the Clock Master, it sets the mode (PCI or PCI-X) and the clock frequency when
Reset de-asserts.
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3.1.2

3.1.2.1

3.1.2.2

46

PCI-X Clocking of PCI-X Module

The PEX 8114 PCI-X module must be supplied a clock from the PEX 8114°s internal Clock Generator
or a system-level Clock Generator. The PCI clocks, at the Input ball of each device on the PCI Bus
segment, must be frequency- and phase-aligned.

Clocking the PCI Module when PEX 8114 Clock Generator Is Not Used

When the PEX 8114 is not used as the PCI System Clock Generator, the PEX 8114 receives the PCI Bus
System clock from its PCI_CLK input signal. The External Clock Generator is required to supply the
clocks to the various PCI devices, allowing the devices to meet the phase-alignment requirements. The
PCI-X module can be driven at PCI-X clock frequencies up to 133 MHz, as well as PCI clock
frequencies down to DC. The PCI-X module determines to which mode (PCI or PCI-X) and frequency it
is be driven at reset, by reading the initialization pattern on the PCI Bus, as described in the PCI-X r1.0b
and PCI-X r2.0a.

Clocking the PCI Module when PEX 8114 Clock Generator Is Used

When the PEX 8114’s clock generation circuitry is used (by setting STRAP_CLK_MST=1), the
PCI clock can be driven to the PCI circuitry, internally or externally across the PCB:

¢ When the PCI clock must be internally driven from the PEX 8114’s Clock Generator to the
PEX 8114 PCI device, drive the STRAP_EXT_CLK_SEL ball Low.

¢ When the PCI clock must be externally driven on the PCB, run a clock trace from the
PEX 8114’s PCI_CLKO_DLY_FBK output to the PCI_CLK input, then drive the
STRAP_EXT_CLK_SEL ball High. The ability to drive an external PCI_CLK PCB trace back
to the PCI Express interface allows for delay, and the ability to align the PEX 8114’s PCI_CLK
input with the other device’s PCI_CLK inputs, although the other device’s clocks are driven across
a long PCB trace. Typically, the PCB trace length from the PCI_CLKO_DLY_FBK output to the
PCI_CLK input is equal to the length of the clock traces from the PEX 8114’s PCI_CLKO[3:0]
balls to the other external device’s clock inputs.
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3.2

Determining PCI Bus and Internal Clock Initialization

Determining PCI Bus and Internal Clock Initialization

The STRAP_FWD and STRAP_CLK_MST Strapping balls are used to configure the PEX 8114 as a
Forward or Reverse Transparent bridge and as a Clock Slave or Master. The PEX 8114 is capable of
operating as a Forward or Reverse PCI Express bridge, using its internal PLL to synthesize a PCI clock
for the PCI Bus, or it can become a Slave to an incoming PCI Clock:

¢ PCI mode — PEX 8114 is capable of operating as a Clock Master at 25, 33, 50, or 66 MHz,
or Clock Slave, at frequencies from 66 MHz down to DC

¢ PCI-X mode — PEX 8114 is capable of operating as a Clock Master at 50, 66, 100, or 133 MHz,
or Clock Slave, at frequencies from 133 MHz down to DC

To determine configuration of its internal resources and the PCI Bus when appropriate (because it is
assuming the role of a central resource that performs bus initialization), the PEX 8114 can read the
maximum bus capability and initialize the PCI Bus, accordingly.

This section defines actions the PEX 8114 takes to perform the following:

1
2
3.
4

Determine the PCI Bus maximum capability.

. Initialize its internal PCI PLL to Clock Master or Slave configuration.

Drive the initialization pattern at PCI_RST# de-assertion.

. Drive or receive the PCI_RST# signal.

Table 3-1 defines the PEX 8114 operation when configured to run as a Forward or Reverse PCI Express
bridge, as a Clock Master or Slave.

Table 3-1. PEX 8114 PCI Clock Configurations and Functions
- Internal Clock Bus Initialization
Mode Bus Capability Configuration Pattern PCI_RST#
Forward Transparent Synthesize PCI clock
bridge as and PCI_CLKO[3:0]
PCI Clock Master balls
Detects Drive Drive
Forward Transparent
bridge as Slave to PCI clock
PCI Clock Slave
Reverse Transparent Synthesize PCI clock
bridge as Detects and PCI_CLKO[3:0] Drive
PCI Clock Master balls
Receive
Reverse Transparent
bridge as Does not detect Slave to PCI clock Receive
PCI Clock Slave
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3.2.1

48

Determining Bus Mode Capability and Maximum Frequency

The PEX 8114, as a Clock Master or Forward PCI Express bridge in Clock Slave mode, must determine
the system’s bus mode capabilities and maximum frequency, using the PCI_PCIXCAP and
PCI_PCIXCAP_PU balls.

Table 3-2 defines the maximum clock frequency and PCI_PCIXCAP ball circuitry. For the three clock
frequencies listed in the table, connect the PCI_PCIXCAP_PU ball to the PCI_PCIXCAP ball through a
1K-Ohm resistor. A 56K-Ohm resistor between 3.3V and the PCI_PCIXCAP ball is also required. The
PEX 8114 detects this circuitry to determine the bus mode and maximum clock frequency, at power-up.

Table 3-2. Bus Mode, Maximum Clock Frequency, and PCI_PCIXCAP Ball Circuitry

Bus Mode Maximum Clock Frequency PCI_PCIXCAP Ball
PCI 66 MHz Grounded
66 MHz Grounded through an RC network
PCI-X
133 MHz Connected to a capacitor
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3.3

PCI Clock Master Mode

PCI Clock Master Mode

When the PEX 8114 is strapped as the Clock Master (STRAP_CLK_MST=1), the PEX 8114 uses the
100 MHz Reference Clock (PEX_REFCLKn/p) to synthesize the PCI_CLKO clock(s). It determines
the frequency to synthesize by sampling the PCI_M66EN, PCI_PCIXCAP, and PCI_SEL100 balls
(refer to Table 3-3) during the clock initialization period. The clock initialization period is the time
following PCI Express Power Good Reset input (PEX_PERST#) de-assertion, prior to PCI Reset
(PCI_RST#) de-assertion.

During the clock initialization period, the PEX 8114 runs a simple state machine to determine the
frequency generated by the clock synthesizer. The state machine samples the PCI_MG66EN,
PCI_PCIXCAP, and PCI_SEL100 balls to determine the correct PCI_CLKO frequency, initializes the
clock synthesizer, drives the correct bus initialization values on the PCI_DEVSEL#, PCI_STOP#, and
PCI_TRDY# signals and, when the PLL locks, de-asserts PCI_RST# (Forward Transparent Bridge
mode) or waits for PCI_RST# de-assertion (Reverse Transparent Bridge mode).

When STRAP_FWD=1 (Forward Transparent Bridge mode), the PEX 8114 drives PCI_RST# and
asserts PCI_RST# during the initialization period.

When STRAP_FWD=0 (Reverse Transparent Bridge mode), PCI_RST# is an input. The PEX 8114
drives initialization values on the PCI_DEVSEL#, PCI_STOP#, and PCI_TRDY# balls during the
initialization period. In this configuration, the PEX 8114 requires external logic to drive PCI_RST#.

Table 3-3 defines the PLL divider frequency. Figure 3-1 through Figure 3-3 illustrate the pertinent
signals and the clock initialization and reset sequence that the PEX 8114 follows when strapped in
Clock Master mode.

Table 3-3. Clock Master Mode PLL Divider Frequency

Mode Clock Frequency PCI_PCIXCAP PCI_SEL100 PCI_M66EN
25 MHz 1 0
33 MHz 0
PCI GND
50 MHz 1 |
66 MHz 0
50 MHz 1
10K to GND
66 MHz 0
PCI-X X
100 MHz 1
High
133 MHz 0

Note:

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book
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3.3.1 Clock Master Mode Signals

Figure 3-1 illustrates the Clock signal for Clock Master mode.

Figure 3-1. Clock Signal for Clock Master Mode

100 MHz ref

PCI_CLKO[3:0] = ﬁloo MHz)

PCLCLKO[30] — | | |

Notes:

PLL is driven by the 100-MHz PEX_REFCLKn/p.
PLL is used to generate 25, 33, 50, or 66 (PCI), or 66, 100, or 133 (PCI-X) MHz.
PCI_CLKO[3:0] frequency is synthesized from the 100-MHz signal.

PCI_CLKO[3:0] must drive the PCI Bus, and PCI_CLK is unused, unless the PEX 8114
is configured in Clock Feedback mode by strapping STRAP_EXT_CLK_SEL input High.
5. STRAP_CLK_MST=1.

o b

Figure 3-2 illustrates the PEX 8114 configured as a Clock Master in Forward Transparent Bridge mode.
This configuration uses the 100 MHz reference clock (PEX_REFCLKn/p) to generate 25-, 33-, 50-, 66-,
100-, or 133-MHz PCI_CLKOJ[3:0] signals and a phase-advanced internal clock. The diagram notes
explain the clock’s functions and limitations.

PCI_RST# is an output in Forward Transparent Bridge mode.

Figure 3-2. Clock Master Mode — Forward Transparent Bridge Mode

Inputs Outputs
STRAP_FWD =1 [X}— »[X| PCI_CLKO3
STRAP_CLK_MST=1 [X}—» N
—< PcCl_CLKO2
K] Clock Master /
PEX_REFCLKn/p Forward Transparent —{X] Pci_cLKo1
PEX_PERST# [X}I— Bridge Mode
PCI_PCIXCAP [X—»| —> PclcLkoo
PCI_SEL100 [X}—m —{X PCI_RST#
PCI_M66EN [X}——»| -
—»[< PCI_DEVSEL#
—=DJ  PCI_STOP#
—»[<] PCI_TRDY#
—»[X] PCI_PCIXCAP_PU

Step 1 PEX_PERST# is de-asserted, and STRAP_CLK_MST and STRAP_FWD are High.

Step 2 PEX 8114 reads PCI_PCIXCAP, PCI_MG66EN, and PCI_SEL100 to determine clock frequency.
Step 3 PEX 8114 loads its internal PLL values.

Step 4 PEX 8114 internal PLL reports lock up.

Step 5 PEX 8114 drives PCI_DEVSEL#, PCI_STOP#, and PCI_TRDY# initial values.

Step 6 PEX 8114 de-asserts PCI_RST#.
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Figure 3-3 illustrates the Clock Master in Reverse Transparent Bridge mode. Reverse Transparent
Bridge mode differs from Forward Transparent Bridge mode, in that the STRAP_FWD input ball is
strapped Low and PCI_RST# becomes an input in Reverse Clock Master mode.

Figure 3-3. Clock Master Mode — Reverse Transparent Bridge Mode

Inputs Outputs
STRAP_FWD =0 [XI—»
B —»[X] PCI_CLKO3
STRAP_CLK MST=1 [X}—»|
Clock Master / > Pcl_clkoz
PEX_REFCLKn/p [X—1 Revers'e Transparent | PCI_CLKO1L
Bridge Mode -
PEX_PERST# [DX}— | PCI_CLKOD
PCILRST# X—»|
PCI_PCIXCAP [X}—| ——»{X] PCI_DEVSEL#
—»] PcI_sToP#
PCI_SEL100 [X}—»|
—»{X] PCI_TRDY#
PCIMGGEN  DJ— x| PCI_PCIXCAP_PU

Step 1 PEX_PERSTH# is de-asserted, STRAP_CLK_MST is High, and STRAP_FWD is Low.

Step 2 PEX 8114 reads PCI_PCIXCAP, PCI_MG66EN, and PCI_SEL100 to determine clock frequency.
Step 3 PEX 8114 loads its internal PLL values.

Step 4 PEX 8114 PLL reports lock up internally.

Step 5 PEX 8114 drives PCI_DEVSEL#, PCI_STOP#, and PCI_TRDY# initial values.

Step 6 PCI_RST# is de-asserted by external (system) logic. The external system logic must allow PCI_RST#
to remain Low for 1 ms. Trst, as required by the PCI r3.0. Internal PLLs lock up during this 1 ms period.
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3.4

3.4.1

52

PCI Clock Slave Mode

When the PEX 8114 is strapped as a Clock Slave (STRAP_CLK_MST=0), a PLL is used to cancel the
internal Clock Fan-Out delay for PCI clock frequencies above 33 MHz. When a PCI_CLK frequency
is 33 MHz or lower, the PLL is bypassed and PCI_CLK directly drives the PCI internal circuitry.

Clock Slave — Forward Transparent Bridge Mode

When the Clock Slave state machine is run in Forward Transparent Bridge mode, the PEX 8114 receives
a clock, but takes responsibility to drive the PCI-X initialization pattern at reset. Because the PEX 8114
drives the initialization pattern, it detects the circuit connected to the PCI_PCIXCAP, PCI_M66EN,
and PCI_SEL100 ball states to determine the PCI Bus maximum clock frequency and which
PCI-X initialization pattern to drive.

External clock generation circuitry must:

* Determine and set the clock frequency, according to the values on PCI_PCIXCAP, PCI_MG66EN,
and PCI_SEL100, or

¢ Limit the system maximum clock frequency by driving values on PCI_PCIXCAP, PCI_M66EN,
and PCI_SEL100

This requires coordination of the Clock Generator frequency and the values that the PEX 8114 reads
on the PCI_PCIXCAP, PCI_MG66EN, and PCI_SEL100 balls.
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Figure 3-4 illustrates the pertinent signals and reset sequence that the PEX 8114 follows when
strapped in Clock Slave mode. The PEX 8114 supplies the bus initialization in Forward Transparent

Bridge mode.

Figure 3-4. Clock Slave Mode — Forward Transparent Bridge Mode

Inputs
STRAP_FWD =1

X——>
STRAP_CLK_MST=0 XF—
X—»

Clock Slave /
PCI_CLK Forward Transparent
Bridge Mode
PEX_PERST# [X——
pCI_PCIXCAP [X—»
PCI_M66EN [X}——»
PCI_SEL100 [X}—

Outputs

X

PCI_STOP#

PCI_TRDY#

PCI_DEVSEL#

PCI_RST#

Step 1 PEX_PERST# is de-asserted, STRAP_CLK_MST is Low, and STRAP_FWD is High.

Step 2 PEX 8114 reads PCI_PCIXCAP, PCI_MG66EN, and PCI_SEL100 to determine clock frequency at which
PCI_CLK is driven into PEX 8114 by an external Clock Generator.

Step 3 PEX 8114 sets up to use its internal PLL and waits until lock if the clock frequency is greater than 33 MHz.

If the clock frequency is 33 MHz or lower, the internal PLL is bypassed.

Step 4 PEX 8114 drives PCI_DEVSEL#, PCI_STOP#, and PCI_TRDY# during the initialization period prior to
de-asserting PCI_RST#. An external source provides PCI_CLK.
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3.4.2 Clock Slave — Reverse Transparent Bridge Mode

The PEX 8114 in Reverse Clock Slave mode, reads the initialization pattern at PCI_RST# de-assertion,
to determine bus mode and clock frequency, then loads the internal PLL.

When the PEX 8114 is a Reverse Clock Slave, it is not the central resource and as such, it must detect
the PCI-X initialization pattern to determine protocol and frequency. For this mode, PCI_PCIXCAP,
PCI_PCIXCAP_PU, and PCI_SEL100 can be pulled High or Low.

Figure 3-5. Clock Slave Mode — Reverse Transparent Bridge Mode

Inputs

STRAP_FWD =0

STRAP_CLK_MST =0

Clock Slave /
Reverse Transparent
Bridge Mode

PCI_CLK

PCI_RST#

PEX_PERST#

PCI_STOP#

PCI_TRDY#

TTITTTTT

PEX_DEVSEL#

Step 1 PEX_PERST# is de-asserted, and STRAP_CLK_MST and STRAP_FWD are Low.

Step 2 PEX 8114 waits for PCI_RST# de-assertion and the initialization pattern (driven by a device other than
PEX 8114).

Step 3 System PCI clock rate is indicated to the PEX 8114 by the initialization pattern at PCI_RST# de-assertion.
If the PCI clock rate indicated by the initialization pattern is 33 MHz, bypass the internal PLL. If the
initialization pattern indicates a clock rate greater than 33 MHz, load the internal PLL with
appropriate settings.
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3.4.3 Timing Diagrams — Forward or Reverse Transparent Bridge
Mode

Figure 3-6. Phase Offset in Clock Slave Mode — Frequency > 33 MHz

PCI_CLK | |_
pCLK | L

phase

Notes:
1. PLL is driven by the PCI_CLK input.

2. The PLL input and output frequencies are equal to one another. The PLL is used to provide phase advance
to compensate for clock tree delay within the PEX 8114.

3. pCLK is equal to the PCI_CLK input, in frequency and phase.
4. STRAP_CLK_MST=0

Figure 3-7. Phase Offset in Clock Slave Mode - Frequencies < 33 MHz

PCI_CLK | | |
otk ] | |

phas

(0]

Notes:

1. PLL is bypassed. This is applicable to Clock Slave mode at PCI clock rates < 33 MHz.
2. The internal pCLK is phase-delayed with respect to the PCI_CLK input.

PCI_CLK must drive the PCI/PCI-X Bus and PEX 8114. Do not use PCI_CLKO[3:0]
to drive the PCI/PCI-X Bus PCI_CLK traces.

4. STRAP_CLK_MST=0.
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The PCI Express and PCI-X PLLs contain a signal that indicates to the PEX 8114 whether the PLL lost
the PLL lock. It is considered a serious error condition if the PCI Express or PCI-X PLL, when the
PCI-X PLL is in Phase-Locked mode (that is, when not in PLL Bypass mode), indicates a loss of PLL
lock and potential Data errors. Loss of PLL lock can be caused by one of the following:

* Serious out-of-specification noise
¢ Voltages on the PLL power inputs

¢ Out-of-specification jitter on the input reference clocks

Table 3-4 defines the options for handling loss of PLL lock. The options are selected by the PLL Lock
Control 1 and PLL Lock Control 0 bits (offset FAOh[11:10]). By default, this field is cleared to 00b,
which configures the PEX 8114 to ignore loss of PLL lock.

Sticky bits are set when the PCI Express or PCI-X PLL loses PLL lock:

e When the PCI Express PLL loses PLL lock, the Sticky PCI Express PLL Loss Lock bit is set
(offset FAOh[15]=1)

¢ When the PCI-X PLL loses PLL lock, the Sticky PCI-X PLL Loss Lock bit is set
(offset FAOh[14]=1)

Table 3-4. Methods for Handling Loss of PLL Lock

Offset FAOh[11:10] Description

00b Default. Ignores loss of PLL lock.

01b Loss of PLL lock immediately causes the PEX 8114 to reset.
The PEX 8114 attempts to tolerate loss of PLL lock:

10b * When lock is re-acquired in less than 200 ps, the PEX 8114 is not reset
* When lock is not re-acquired within 200 ps, the PEX 8114 is reset

11b The PEX 8114 is not reset if loss of PLL lock occurs.
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3.5

Resets

This section explains the PEX 8114 Reset mechanism and how the differences between PCI Express
and PCI-X resets are incorporated in Forward and Reverse Transparent Bridge modes. The PCI Express
r1.0a and PCI-X r1.0b define two common levels or reset types, Level-1 and Level-2. The PCI Express

rl.0a defines an additional third level, Level-0. Table 3-5 defines resets.

Table 3-5. Reset Table

Resets

Reset | PCI E_xpress Reset Source Impact to Various Internal_ Impact to Internal Registers
Type Definition Components (Upon De-assertion) | (No AUX and PME Enabled)
Fundamental ¢ Initialize entire bridge, including
Level-0 Reset PEX_PERST# Reset Sticky registers All reci s
evel- ¢ Cold Reset | input assertion ¢ Serial EEPROM contents are loaded registers initialized
* Warm Reset ¢ HwInit types evaluated
* Reset bit of the TS
Forward Ordered-Set is set,
Transparent at upstream port e Initialize ports All registers initialized, with
Bridge mode: |, Upstream port o p ) ) following exceptions:
Hot Reset entering DL_Down | Initialize entire bridge except the e Port Configuration registers
Level-1 - Sticky registers . .
state « Serial EEPROM contents re_loaded ¢ All Sticky bits not affected
eria contents re-loade .
Reverse (selectively) by Hot Reset (HwInit, R/'WS,
Transparent | PCI_RST# is asserted R/W1CS, ROS)
Bridge mode: | on PCI/PCI-X Bus
PCI_RST#
¢ Assert PCI_RST# on PCI-X Bus
F 4 Tr ® Drain traffic
B(I)‘;‘(;Vgaermo d:nsl’arent . Drop request TLPs No effect to CSRs
* Redefine Bus mode and clock
frequency in Clock Master mode
* PCI Express PL propagates Hot Reset
Secondary Bus ¢ PCI Express DLL down
Level-2 Y TR o
Reset ¢ TLP layer initialized and exhibits

Reverse Transparent
Bridge mode

DL_Down behavior
* Drops request TLPs

* Drain traffic corresponding
to DL_Down behavior and
initialize credits

¢ Redefine Bus mode and clock
frequency in Clock Master mode

No effect to CSRs (other than
to initialize credits)
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3.5.1

3.5.1.1

58

Level-0, Fundamental Reset (Power-On, Hard, Cold, Warm)

The PCI Express ri1.0a defines the Fundamental Reset or Level-0 Reset. Level-0 Reset is a Fundamental
Reset. It is equivalent to Traditional Power-On Reset.

For this type of reset, PEX_PERST# is always an input to the PEX 8114, regardless of whether the
bridge is operating in Forward or Reverse Transparent Bridge mode. Reset assertion by the system,
external to the PEX 8114, causes a reset of all internal PEX 8114 registers, including Sticky bits, and
drives all state machines to known states.

PEX_PERST#

In PCI Express, Fundamental Reset can be provided by the system Host or central resource.
The sideband PCI Express Reset signal (PEX_PERST#) is routed in parallel to all system PCI Express
devices in conjunction with a Power Good signal from the system power supply. For the PEX 8114, the
PEX_PERST# signal is always an input in Forward and Reverse Transparent Bridge modes, which
indicates that the power is within specified tolerances and that the PEX 8114 performs internal Warm or
Cold Reset.

In Forward Transparent Bridge mode, the PCI Express Root Complex feeds the PEX_ PERST# signal to
all devices. PEX_PERST# is driven in parallel to all PCI Express devices, following the PCI Express
Power Good reset standard practice.

In Reverse Transparent Bridge mode, the PCI central resource, including power supply monitors, feeds
the PEX_PERST# signal to all PCI Express devices. The mechanism traditionally used to reset PCI Bus
segments is preserved in Reverse Transparent Bridge mode, by transmitting protocol Hot Resets to reset
bridges and bus segments.

When the PEX 8114 is operating in Reverse Transparent Bridge mode, the PEX_PERST# signal is
expected to function similar to the pwr_good signal in the PCI 3.0, Figure 4.11, and to follow the
timing and functionality defined in the PCI r3.0, Section 4.3.2.
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3.5.1.2

Level-0, Fundamental Reset (Power-On, Hard, Cold, Warm)

Level-0 Reset — Forward Transparent Bridge Mode

In Forward Transparent Bridge mode, when the system asserts PEX PERST# to the PEX 8114,
PCI_RST# is asserted on the PCI/PCI-X Bus. Figure 3-8 illustrates the timing relationship between
PEX_PERST#, PCI_RST#, and the PEX 8114 internal reset in Forward Transparent Bridge mode.

Figure 3-8. PEX_PERST# Input, PCI_RST# Output, and Internal Reset Timing

in Forward Transparent Bridge Mode

|

|

1

3

PEX_PERST# !
|

Internal Reset %
|

|

PCI_RST#

Timing Requirement

The PCI r3.0 places a power-up timing requirement on the PCI_RST# bus reset signal (that is,
PCI_RST# must remain asserted for 1 ms after power becomes stable). This applies to the PEX 8114 in
Forward Transparent Bridge mode because the PEX 8114 asserts PCI_RST# in this mode.

When power is first applied, PEX_PERST# is asserted by the central resource and remains asserted until
power is stable. PCI_RST# is asserted for 1 ms after PEX_PERST# de-assertion, to guarantee that
PCI_RST# is asserted for 1 ms after power stabilizes.

Manual Switches — Defining a Warm Reset in Forward Transparent Bridge Mode

The PCI Express Reset, from the PEX_PERST# input ball, is a Level-0 Reset asserted on power-up
until board power stabilizes.

On-board manual switches for Hard Resets to the PEX 8114 also control PEX_PERST# when an
on-board Reset switch or similar mechanism is used to assert Reset by way of PEX_ PERST# without
cycling the power supply (Warm Reset).

Note: Perform Warm Resets only in Forward Transparent Bridge mode.
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3.5.1.3
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Level-0 Reset - Reverse Transparent Bridge Mode

In Reverse Transparent Bridge mode, PCI_RST# is an input. The PEX 8114 requires that PCI_RST# be
asserted during PEX_PERST# assertion and for an additional 1 ms after PEX_PERST# de-assertion.

Figure 3-9 illustrates the PEX_PERST# and PCI_RST# timing waveforms during Fundamental Reset in
Reverse Transparent Bridge mode.

Figure 3-9. PEX_PERST# and PCI_RST# Timing in Reverse Transparent Bridge Mode

—1 ms——»

PEX_PERST#

PCI_RST#

Timing Requirement

In Reverse Transparent Bridge mode, after power-on, PEX_PERST# (by the central resource) and
PCI_RST# (by the upstream bridge) are asserted. PEX_PERST# and PCI_RST# must remain asserted
until power becomes stable.

When power is stable, PEX_PERST# must de-assert first and, a minimum of 1 ms later, PCI_RST# can
de-assert. There is no limit on the maximum PEX_PERST# assertion time; however, PCI_RST# must
continue 1 ms longer or the PEX 8114 might not function correctly. This requirement is associated with
initialization pattern capture.

Manual Switches — Defining a Warm Reset in Reverse Transparent Bridge Mode

In Reverse Transparent Bridge mode, when PEX_PERST# is asserted, PCI_RST# must also be asserted.
When PCI_RST# is asserted, the initialization pattern is driven on the PCI/PCI-X Bus and the pattern is
captured when PCI_RST# is de-asserted.

When the PEX 8114 is strapped as the Clock Master in Reverse Transparent Bridge mode, it drives the
initialization pattern on the PCI/PCI-X Bus, but not the PEX 8114 PCI_RST# signal.
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3.5.2

Level-1, Hot Reset

Level-1, Hot Reset

The Level-1 Reset defined by PCI Express rl.0a is carried on the PCI_RST# ball. This reset level is
defined by the PCI Express rl.0a as an in-band message communicated across a link and is referred to
as a Hot Reset. Level-1 Reset causes the reset of internal registers and state machines, but not register
Sticky bits. This reset also propagates across the bridge and to the downstream devices.

3.5.2.1 Level-1 Reset — Forward Transparent Bridge Mode
When the PEX 8114 is reset during standard operation in Forward Transparent Bridge mode, it is
achieved by receiving the in-band messaging reset or Hot Reset.
Level-1 Reset is received by the PEX 8114 on the PCI Express link as an in-band message and
propagated downstream, through PCI_RST# assertion as an output signal.
Level-1 Reset is propagated to the PEX 8114 by way of an in-band reset message through the
PCI Express link, using the physical layer mechanism (the Reset bit in the Training Ordered-Set from
the upstream device is asserted).
In addition to the in-band reset, if the PEX 8114 upstream PCI Express port proceeds to a DL_Down
state, for any reason, this is also treated as a Hot Reset or Level-1 Reset. This reset is propagated
downstream from the PEX 8114, by asserting a reset on PCI_RST#. PCI_RST# is asserted if the in-band
Hot Reset is received by the PCI Express interface.
The PCI r3.0 requires that PCI_RST# reset, applied during standard operation, must retain a minimum
assertion time of 1 ms. In the case of a Hot Reset, the Host software must provide the 1 ms PCI_RST#
duration, by transmitting the in-band Hot Reset for 1 ms. Figure 3-10 illustrates the timing of
propagating PCI_RST# when a Hot Reset is received by the PCI Express interface.
Figure 3-10. In-Band Hot Reset, PCI_RST#, and Internal Reset Timing
in Forward Transparent Bridge Mode
‘ 1ms |
PCl Express Hot Reset Receiving Hot Reset Messages |
PCI_RST# |
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3.5.2.2

Level-1 Reset — Reverse Transparent Bridge Mode

In Reverse Transparent Bridge mode, Level-1 Reset is received by the PEX 8114 on the PCI-X interface
PCI_RST# ball as an input, and propagated downstream as an in-band message on the PCI Express link
(using the Physical Layer mechanism).

Level-1 Reset is the equivalent to Hot Reset in Forward Transparent Bridge mode received on the
PCI Express interface. It causes the reset of internal registers and state machines, but not register Sticky
bits.

The PCI r3.0 requires that PCI_RST# be asserted for a minimum of 1 ms.
Level-1 Reset also causes the serial EEPROM reload, bus mode recheck, and clock frequency recheck.

When PCI_RST# is asserted, it is propagated across the bridge and downstream on the PCI Express link
as a Hot Reset. During the time that PCI_RST# is asserted in-band, Hot Reset messages are
continuously transmitted across the PCI Express link.

Figure 3-11 illustrates the timing relationship between PCI_RST# and transmitting in-band Hot Reset
messages.

Figure 3-11. PCI_RST# and Hot Reset Message Timing in Reverse Transparent Bridge Mode

62
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PCI_RST#
PCI Express Hot Reset Sending Hot Reset Messages
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3.5.3

3.5.3.1

Secondary Bus Reset, Level-2 Reset

Secondary Bus Reset, Level-2 Reset

Level-2 Reset is provided by the internal Bridge Control register Secondary Bus Reset bit (bit 6). This
reset drives the bridge state machines to a known state, but not internal register resets. This reset also
propagates a reset to downstream devices in the same manner as Level-1 Reset.

Level-2 Resets are sustained until the Secondary Bus Reset bit is cleared. This bit is set and cleared by
software, using Configuration Write accesses.

The Secondary Bus Reset is used to reset all downstream devices, without resetting the bridge.

Level-2 Reset — Forward Transparent Bridge Mode

Level-2 Reset, when the Secondary Bus Reset bit is set to 1, is propagated downstream in Forward
Transparent Bridge mode, through PCI_RST# assertion.

In Forward Transparent Bridge mode, PCI_RST# is asserted on the PCI/PCI-X Bus when this bit is set.
The minimum duration for PCI_RST# is 1 ms. The PEX 8114 internal state machines are forced to
initial states and internal transaction queues are flushed.

Figure 3-12 illustrates the timing relationship between Secondary Bus Reset and PCI_RST# in Forward
Transparent Bridge mode.

Figure 3-12. Secondary Bus Reset and PCI_RST# Timing in Forward Transparent Bridge Mode

1ms

Secondary Bus Reset
PCI_RST#

3.5.3.2 Level-2 Reset — Reverse Transparent Bridge Mode
Level-2 Reset, when the Secondary Bus Reset bit is set to 1, is propagated downstream through an
in-band message on the PCI Express link.
When this bit is set in Reverse Transparent Bridge mode, in-band message reset is communicated
through the PCI Express link from the PEX 8114 to the downstream devices. The PEX 8114 internal
state machines are forced to initial states and internal transaction queues are flushed.
Figure 3-13 illustrates the relationship between the Secondary Bus Reset bit and transmitting in-band
Hot Reset messages.
Figure 3-13. Secondary Bus Reset and Hot Reset Message Timing
in Reverse Transparent Bridge Mode
Secondary Bus Reset |
Hot Reset Messages Sending Hot Reset Messages |
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3.6

64

Serial EEPROM Load Sequence

Serial EEPROM data is loaded when a Level-1 Reset is de-asserted. Level-1 Reset is asserted during the
following:

* Power-on reset

o PEX_PERST# assertion

* Hot Reset (Forward Transparent Bridge mode)

* PCI_RST# assertion (Reverse Transparent Bridge mode)

The serial EEPROM data is read from the serial EEPROM and written into the Configuration registers.
This process takes approximately 8,000 PCI Bus Clock cycles. Figure 3-14 illustrates the timing of
Level-1 Reset and serial EEPROM data loading.

When a serial EEPROM is present, as indicated by the EE_PR# ball, the Serial EEPROM Controller
is triggered to perform a serial EEPROM load under the following conditions:
* Upon Level-0 Reset de-assertion

¢ Upon Level-1 Reset de-assertion

The purpose of loading from serial EEPROM on a Level-1 Reset is to restore registers to customized
values, stored in the serial EEPROM, after a Level-1 (Hot) Reset initializes registers to default values.

Consider the typical usage model wherein the serial EEPROM contents are modified after a Level-0
Reset. It is possible for a system to change the serial EEPROM contents through the Serial EEPROM
Controller after a Level-0 Reset and restore the values, as modified, with a load upon a Level-1 Reset.

Figure 3-14. Level-1 Reset and Loading of Serial EEPROM Data Timing

Level-1 Reset |

Serial EEPROM Load | Data is loaded from serial EEPROM I—

to Configuration registers
8,000 PCI Bus Clock cycles
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1

4.2

Internal Data Path Description

The PEX 8114 bridge supports Data transfers from the PCI-X port to the PCI Express port. The PCI-X
port operates in PCI or PCI-X mode, at clock rates up to 133 MHz and 32- or 64-bit bus widths.
The PCI Express port is four lanes wide and can be configured as a 4-, 2-, or 1-lane port.

The PEX 8114 internal data path is based on a central RAM. which holds and orders all data transferred
through the bridge in three separate linked lists including Posted, Non-Posted and Completion data.
There is a separate, central 8-KB RAM for data flowing in each direction. All transactions are held
within the RAM in a double store-and-forward method. Separate link lists for Posted and Non-Posted
transactions, as well as Completions, share space within the RAM and all link list accesses to the
internal RAM output are governed, according to PCI Express Ordering rules.

At least 2 KB of the 8-KB RAM are dedicated to Completions. Completions can optionally require as
much as 6 KB of memory, according to demand. The remainder of the RAM is used for Posted and
Non-Posted requests, or remains empty. In addition to the central RAM, there are eight, 256-byte buffers
in the PCI modules that track and combine the data (for up to eight concurrent Non-Posted PCI requests)
with their Completion data when the Completion returns from the PCI Express link. (Refer to Chapter 7,
“Bridge Operations,” for further details.)

Additionally, the PCI interface modules include eight data-holding register sets that are dedicated to
tracking the Completion progress of eight PCI Express requests on the PCI Bus. These registers hold
information that uniquely identifies the Target location and data quantity requested, for up to eight
PCI Express requests. As the PCI module’s state machines supply the data requested by the PCI Express
device, these registers track progress toward Completion. After a transaction completes, the internal
resources dedicated to that transaction are recovered and readied to service a new transaction.

PCIl Express Credits

PCI Express credits are issued according to the PCI Express requirements to manage the internal 8-KB
central RAM and ensure that no internal memory linked list is overrun.
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Latency and Bandwidth

The PEX 8114 can be configured as a PCI or PCI-X device at up to 133 MHz and 64-bit data bus on the
PCI-X side, transacting data with the PCI Express port configured as a 1-, 2-, or 4-lane port. It is
anticipated that from a bandwidth-balancing perspective, the PCI Express port configured as a 4-lane
device matches well with the PCI-X side operating at 133 MHz and 64 bits. In this matched
configuration, expect full bandwidth utilization on the PCI Express lanes and PCI-X Bus, with
throughput limitations being the external PCI Express and PCI-X ports’ bandwidth capability and not
the PEX 8114’s internal bandwidth. A 66-MHz, 64-bit PCI-X port should match a x2 PCI Express port.
It is anticipated that the PEX 8114 does not limit the bandwidth of those transactions. Bandwidth is
affected by many parameters, including but not limited to arbitration latency, cycle startup latency,
Retries, packet sizes, and external endpoint latency. Adjust the parameters within the PEX 8114, based
on the PCI Express-to-PCI/PCI-X Bridge rl.0.

Data Flow-Through Latency

When the PEX 8114 is configured as a PCI-X device, operating at 133-MHz clock frequency with a
64-bit wide data bus, and the PCI Express port is configured as a 4-lane link, expect approximately
300 ns latency through the PEX 8114 for Header-only packets and approximately 850 ns for Headers
with 256-byte Data packets. This is the latency of data driven from PCI-X to PCI Express. This latency
is measured from the frame drop on the PCI-X Bus, when data is driven into the PEX 8114, until the
starting symbol of data TLP appears on the PCI Express lanes. Internal latency of data driven from
PCI Express to PCI-X is similar.

PCI Transaction Initial Latency and Cycle Recovery Time

In PCI mode, when the PEX 8114 is a Read Cycle Target, the PEX 8114 supplies data or Retries
the Master Read request. There are eight Clock cycles from when the Master asserts PCI_FRAME#
until the PEX 8114 signals a Retry or is ready to supply data. This equates to an initial target latency of
eight clocks.

When the PEX 8114 is the Write Cycle Master, there is one Clock cycle from when the Master drives
PCI_FRAME# until the PEX 8114 drives PCI_IRDY# ready to supply data. This cycle is the Address
phase, required by the PCI r3.0. There are no initial wait states added by the PEX 8114. The PEX 8114 is
a slow-decode device and supports fast back-to-back addressing.

The PEX 8114 requires certain Clock cycles after completion of a previous transaction before it
can participate in another transaction. This period is comprised of the Clock cycles from the last Data
phase of the preceding transaction until PCI_FRAME# is asserted on a new transaction, and is referred
to as transaction cycle recovery time. The cycle recover time from mastering a PCI-X transaction is
10 Clock cycles.
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4.3.3

4.3.4

PCI-X Transaction Initial Latency and Cycle Recovery Time

PCI-X Transaction Initial Latency and Cycle Recovery Time

In PCI-X mode, when the PEX 8114 is a Read Transaction Target, there are seven Clock cycles from
when the Master asserts PCI_FRAME# until the PEX 8114 drives a Split Response to the PCI-X Read
request. When the PEX 8114 is a PCI-X Write Cycle Target, there are seven Clock cycles from when the
Master asserts PCI_FRAME# until the PEX 8114 drives PCI_IRDY# ready to accept data. This equates
to an initial Target latency of two clocks.

When the PEX 8114 is a Write or Read Completion Master, there are three Clock cycles from when the
PEX 8114 asserts PCI_FRAME# until the PEX 8114 asserts PCI_IRDY# indicating that it is ready to
drive data. These three Clocks cycles are the Address, Attribute, and Turnaround cycles required by the
PCI-X r2.0a. There are no initial wait states added by the PEX 8114. The PEX 8114 is a slow-decode
device and supports fast back-to-back addressing.

The PEX 8114 requires certain Clock cycles after the completion of a previous transaction, before it can
participate in another transaction. This period is comprised of the Clock cycles from the last Data phase
of the preceding transaction until PCI_FRAME# is asserted on a new transaction, and is referred to as
transaction cycle recovery time. The cycle recover time for mastering a PCI cycle is seven Clock cycles.

Arbitration Latency

Arbitration latency is the number of PCI Clock cycles required for the bridge to be granted the bus when
it is waiting to make a transfer. This time can vary and is a function of the number of devices on the
PCI Bus and each device’s demand for bus control. At a minimum, the bus can be parked on the bridge
and in that case, the arbitration latency is O clocks. If the bus is not parked on the bridge and not being
used by another device, the latency is 1 clock after the request. If the bus is being used by another
Master and hidden arbitration is enabled, the arbitration latency is 1 clock after the other users relinquish
the bus. If the bus is being used by another Master and hidden arbitration is not enabled, the arbitration
latency is 2 clocks after the other users relinquish the bus.
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5.1 Introduction
This chapter discusses the PEX 8114 Address spaces.

5.2 Supported Address Spaces

The PEX 8114 supports the following Address spaces:
¢ PCI-compatible Configuration (00h to FFh; 256 bytes)
¢ PCI Express Extended Configuration (100h to FFFh)
¢ 1/O (32-bit; includes ISA and VGA modes)
¢ Memory-Mapped I/O (32-bit non-prefetchable)
* Prefetchable memory (64-bit)
* Base Address register (BAR) access to internal registers

The first two spaces, used for accessing Configuration registers, are described in Chapter 6,
“Configuration.” The PCI Express Extended Configuration space (100h to FFFh) is supported only in
Forward Transparent Bridge mode, and BARs are used to access Extended Configuration space in
Reverse Transparent Bridge mode.

Configuration registers set up for I/O, Memory-Mapped and Prefetchable Memory Address spaces
determine which transactions are forwarded from the primary bus to the secondary bus and from the
secondary bus to the primary bus. The I/O and Memory ranges are defined by a set of Base and Limit
registers in the Configuration Header. Transactions falling within the ranges defined by the Base and
Limit registers are forwarded from the primary bus to the secondary bus. Transactions falling outside
these ranges are forwarded from the secondary bus to the primary bus.

Table 5-1 defines which interfaces are primary and secondary, for the two PEX 8114 bridge modes.

Table 5-1. Bridge Mode Primary and Secondary Interfaces

Bridge Mode Primary Interface/Bus Secondary Interface/Bus
Forward Transparent Bridge PCI Express PCI
Reverse Transparent Bridge PCI PCI Express
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5.2.1.1

5.2.1.2
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I/0 Space

The I/O Address space determines whether to forward I/O Read or I/O Write transactions across the
bridge. PCI Express uses the 32-bit Short Address Format (DWord-aligned) for I/O transactions.

Enable Bits

The following Configuration register bits control the bridge response to I/O transactions:
¢ Command register I/O Access Enable bit
e Command register Bus Master Enable bit
* Bridge Control register ISA Enable bit
* Bridge Control register VGA Enable bit

Set the I/0 Access Enable bit to allow I/O transactions to be forwarded downstream. When this bit is not
set, all I/O transactions on the secondary bus are forwarded to the primary bus. If this bit is not set in
Forward Transparent Bridge mode, all primary interface I/O requests are completed with Unsupported
Request status. If this bit is not set in Reverse Transparent Bridge mode, all I/O transactions are ignored
(no PCI_DEVSEL# assertion) on the primary (PCI) bus.

Set the Bus Master Enable bit to allow /O transactions to forward upstream. If this bit is not set in
Forward Transparent Bridge mode, all I/O transactions on the secondary (PCI) bus are ignored. If this
bit is not set in Reverse Transparent Bridge mode, all I/O requests on the secondary (PCI Express) bus
are completed with Unsupported Request status.

Setting the ISA Enable bit affects I/O transactions. (Refer to Section 5.2.1.3, “ISA Mode,” for details.)
Setting the VGA Enable bit also affects I/O transactions. (Refer to Section 5.2.1.4, “VGA Mode,”
for details.)

I/0 Base and Limit Registers

The PEX 8114 supports the optional 32-bit I/O Addressed access. The following I/O Base and Limit
Configuration registers are used to determine whether I/O transactions can be forwarded across
the bridge:

* 1/O Base (upper four bits of the 8-bit register correspond to Address bits [15:12])
¢ I/O Base Upper 16 Bits (16-bit register corresponds to Address bits [31:16])

¢ I/O Limit (upper four bits of the 8-bit register correspond to Address bits [15:12])
¢ I/O Limit Upper 16 Bits (16-bit register corresponds to Address bits [31:16])

The I/O Base address consists of one 8-bit register and one 16-bit register. The upper four bits of the
8-bit register define bits [15:12] of the I/O Base address. The lower four bits of the 8-bit register
determine the I/O address capability of this device. The I/O Base Upper 16 Bits register define bits
[31:16] of the I/O Base address.

The I/O Limit address consists of one 8-bit register and one 16-bit register. The upper four bits of
the 8-bit register define bits [15:12] of the I/O limit. The lower four bits of the 8-bit register determine
the I/0 address capability of this device, and reflect the value of the same field in the I/O Base register.
The I/O Limit Upper 16 Bits register defines bits [31:16] of the I/O Limit address.

Because Address bits [11:0] are not included in Address Space decoding, the I/O Address range has a

granularity of 4 KB, and is always aligned to a 4-KB Address Boundary space. The maximum I/O range
is 4 GB.

I/O transactions on the primary bus that fall within the range defined by the Base and Limit addresses
are forwarded downstream to the secondary bus. I/O transactions on the secondary bus that are within
the range are ignored.

ExpressLane PEX 8114BC PCI Express-to-PCI/PCI-X Bridge Data Book
Copyright © 2007 by PLX Technology, Inc. All Rights Reserved — Version 3.0



January, 2007 1/0 Space

I/O transactions on the primary bus that do not fall within the range defined by the Base and Limit
addresses are ignored. I/O transactions on the secondary bus that do not fall within the range are
forwarded upstream to the primary bus. Figure 5-1 illustrates I/O forwarding.

When the I/O Base address specified by the I/O Base and I/O Base Upper 16 Bits registers have a
value greater than the I/O Limit address specified by the I/O Limit and I/O Limit Upper 16 Bits
registers, the I/O range is disabled. In this case, all I/O transactions are forwarded upstream, and no I/O
transactions are forwarded downstream.

Figure 5-1. 1/0 Forwarding

Downstream
_—
. Upstream
Primary Bus - Secondary Bus
S B -
1O Limit A
4 KB
Multiple
—> >
1/O Base
- -
I/O Address Space
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5.2.1.3
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ISA Mode

The Bridge Control register ISA Enable bit supports I/O forwarding in systems that
include an ISA Bus. The ISA Enable bit affects I/O addresses within the range defined by the I/0 Base
and I/O Limit registers, located within the first 64 KB of the I/O Address space.

When the ISA Enable bit is set, the bridge does not forward I/O transactions downstream on the primary
bus, located within the top 768 bytes of each 1-KB block within the first 64 KB of Address space.
Transactions in the lower 256 bytes of each 1-KB block are forwarded downstream. If the ISA Enable
bit is clear, all addresses within the range defined by the I/O Base and I/O Limit registers are forwarded
downstream. I/O transactions with addresses located above 64 KB are forwarded, according to the range
defined by the I/0 Base and I/O Limit registers.

When the ISA Enable bit is set, the bridge forwards I/O transactions upstream on the secondary bus,
located within the top 768 bytes of each 1-KB block within the first 64 KB of Address space, when
the address is within the range defined by the I/O Base and I/O Limit registers. All other transactions
on the secondary bus are forwarded upstream if they fall outside the range defined by the I/O Base and
I/0 Limit registers. If the ISA Enable bit is clear, all secondary bus I/O addresses outside the range
defined by the I/O Base and I/O Limit registers are forwarded upstream.

As with all upstream I/O transactions, the Command register Bus Master Enable bit must be set to
enable upstream forwarding. Figure 5-2 illustrates I/O forwarding with the ISA Enable bit set.

Figure 5-2. 1/0 Forwarding with ISA Enable Bit Set
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5.2.1.4

1/0 Space

VGA Mode

The Bridge Control register VGA Enable bit enables VGA Register accesses to forward downstream
from the primary to secondary bus, independent of the I/O Base and I/O Limit registers.

The Bridge Control register VGA 16-Bit Decode bit selects between 10- and 16-bit VGA 1/O address
decoding, and is applicable when the VGA Enable bit is set.

The VGA Enable and VGA 16-Bit Decode bits control the following VGA I/O addresses:

* 10-bit VGA I/O addressing — Address bits [9:0] = 3BOh through 3BBh,
and 3COh through 3DFh

¢ 16-bit VGA 1/0O addressing — Address bits [15:0] = 3BOh through 3BBh,
and 3COh through 3DFh

These ranges only apply to the first 64 KB of /O Address space.

VGA Palette Snooping

VGA Palette snooping is not supported by PCI Express-to-PCI bridges; however, the PEX 8114
supports VGA Palette snooping in Reverse Transparent Bridge mode. In Forward Transparent Bridge
mode, the Bridge Control register VGA Enable bit determines whether VGA Palette accesses are
forwarded from PCI Express-to-PCI. The Command register VGA Palette Snoop bit is forced to 0 in
Forward Transparent Bridge mode.

The Bridge Control register VGA 16-Bit Decode bit selects between 10- and 16-bit VGA I/O Palette
Snooping Address decoding, and is applicable when the VGA Palette Snoop bit is set.

The VGA Palette Snoop and VGA 16-Bit Decode bits control the following VGA I/O Palette Snoop
addresses:

¢ 10-bit VGA I/O addressing — Address bits [9:0] = 3C6h, 3C8h, and 3C9h
¢ 16-bit VGA I/O addressing — Address bits [15:0] = 3C6h, 3C8h, and 3C%h

The PEX 8114 supports the following three modes of VGA Palette snooping:

* Ignore VGA Palette accesses when there are no graphic agents downstream that must snoop
or respond to VGA Palette Access cycles (Writes or Reads)

* Positively decode and forward VGA Palette Writes when there are graphic agents downstream
from the PEX 8114 that must snoop VGA Palette Writes (Reads are ignored)

* Positively decode and forward VGA Palette Writes and Reads when there are graphic agents
downstream that must snoop or respond to VGA Palette Access cycles (Writes or Reads)

The Bridge Control register VGA Enable bit and Command register VGA Palette Snoop bit select the
bridge response to VGA Palette accesses, as defined in Table 5-2.

Table 5-2. Bridge Response to VGA Palette Accesses

VGA Enable Bit VGA Palette Snoop Bit

(Offset 3Ch[19]) (Offset 04h[5]) Bridge Response to VGA Palette Accesses

0 0 Ignore all VGA Palette accesses

0 1 Positively decode VGA Palette Writes (ignore Reads)

1 X Positively decode VGA Palette Writes and Reads

Note: X is “Don’t Care.”
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5.2.2

5.2.2.1
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Memory-Mapped I/0O Space

The Memory-Mapped I/O Address space determines whether to forward Non-Prefetchable Memory
Write or Read transactions across the bridge. Map devices with side effects during Reads, such as
FIFOs, into this space. For PCI-to-PCI Express Reads, prefetching occurs in this space when Memory
Read Line or Memory Read Line Multiple commands are issued on the PCI Bus. When the Memory
Read Line command is used, the data quantity prefetched is determined by the Cache Line Size value.
When a Memory Read Line Multiple is used, the data quantity prefetched is determined by the Cache
Line Size field (offset OCh[7:0]) and Cache Line Prefetch Line Count bit (offset FAOh[4]). For
PCI-to-PCI Express transactions, the Prefetched data is flushed after the PCI device reading the data
terminates its first successful Read transaction during which it receives data. For PCI-X-to-PCI Express
Reads, the number of bytes to read is determined by the transaction size requested in the PCI-X
attributes. For PCI Express-to-PCI or PCI-X Reads, the number of bytes to read is determined by the
Memory Read Request TLP. Transactions that are forwarded using this Address space are limited to a
32-bit range.

Enable Bits

The following Configuration register bits control the bridge response to Memory-Mapped 1/O
transactions:

¢ Command register Memory Access Enable bit

e Command register Bus Master Enable bit

Set the Memory Access Enable bit to allow Memory transactions to forward downstream. If this bit is
not set, all Memory request transactions on the secondary bus are forwarded to the primary bus. If this
bit is not set in Forward Transparent Bridge mode, all Non-Posted Memory requests are completed with
an Unsupported Request status. Posted Write data is discarded. If this bit is not set in Reverse
Transparent Bridge mode, all Memory transactions are ignored on the primary (PCI) bus.

Set the Bus Master Enable bit to allow Memory transactions to forward upstream. If this bit is not set in
Forward Transparent Bridge mode, all Memory Request transactions on the secondary (PCI) bus are
ignored. If this bit is not set in Reverse Transparent Bridge mode, all Non-Posted Memory requests on
the secondary (PCI Express) bus are completed with an Unsupported Request (UR) status. Posted Write
data is discarded.
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Memory-Mapped I/O Space

5.2.2.2 Memory-Mapped I/O Base and Limit Registers
The following Memory Base and Limit Configuration registers are used to determine whether to
forward Memory-Mapped I/O transactions across the bridge:
¢ Memory Base (bits [15:4] of the 16-bit register correspond to Address bits [31:20])
¢ Memory Limit (bits [31:20] of the 16-bit register correspond to Address bits [31:20])
Memory Base register bits [15:4] define Memory-Mapped I/O Base Address bits [31:20]. Memory
Limit register bits [31:20] define Memory-Mapped I/O Limit bits [31:20]. Bits [3:0] of both registers
are hardwired to 0.
Because Address bits [19:0] are not included in the Address Space decoding, the Memory-Mapped 1/O
Address range has a granularity of 1 MB, and is always aligned to a 1-MB Address Boundary space.
The maximum Memory-Mapped I/O range is 4 GB.
Memory transactions that fall within the range defined by the Memory Base and Memory Limit are
forwarded downstream from the primary to secondary bus, and Memory transactions on the secondary
bus that are within the range are ignored. Memory transactions that do not fall within the range defined
by the Memory Base and Limit registers are ignored on the primary bus, and forwarded upstream from
the secondary bus. Figure 5-3 illustrates Memory-Mapped I/O forwarding.
When the Memory Base is programmed with a value greater than the Memory Limit, the
Memory-Mapped /O range is disabled. In this case, all Memory transaction forwarding is determined
by the Prefetchable Base and Limit registers, described in the following section.
Figure 5-3. Memory-Mapped I/O Forwarding
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5.2.3 Prefetchable Space

The Prefetchable Address space determines whether to forward Prefetchable Memory Write or Read
transactions across the bridge. Map devices, without side effects during Reads, into this space.
For PCI-to-PCI Express Reads, prefetching occurs in this space for all Memory Read commands issued
on the PCI Bus, as defined in Table 5-3. For PCI Express-to-PCI, PCI-X, or PCI-X-to-PCI Express
Reads, the number of bytes to read is determined by the Memory Read request. Therefore, prefetching
does not occur.

Table 5-3. PCI-to-PCl Express Read Prefetching

Command Prefetch
Memory Read The PEX 8114 prefetches the number of bytes indicated in the
(MemRd) Prefetch register Prefetch Space Count field (offset FA4h[13:8]).
Memory Read Line The PEX 8114 prefetches the number of bytes indicated in the
(MemRdLine) Cache Line Size (offset 0Ch[7:0]).

The PEX 8114 prefetches 1 or 2 Cache Lines, as indicated in the

Memory Read Line Multiple Cache Line Prefetch Line Count bit (offset FAOh[4]). Each line
(MemRdLineMult) contains the number of bytes indicated in the Cache Line Size, up to a

maximum of 128 bytes.

5.2.3.1 Enable Bits
The Prefetchable space responds to the Enable bits, as described in Section 5.2.2.1, “Enable Bits.”
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5.2.3.2

Prefetchable Space

Prefetchable Base and Limit Registers

The following Prefetchable Memory Base and Limit Configuration registers are used to determine
whether Prefetchable Memory transactions can be forwarded across the bridge:

¢ Prefetchable Memory Base (bits [15:4] of the 16-bit register correspond
to Address bits [31:20])

* Prefetchable Memory Base Upper (32-bit register corresponds
to Address bits [63:32])

¢ Prefetchable Memory Limit (bits [31:20] of the 16-bit register correspond
to Address bits [31:20])

¢ Prefetchable Memory Limit Upper (32-bit register corresponds
to Address bits [63:32])

Prefetchable Memory Base register bits [15:4] define Prefetchable Memory Base Address bits [31:20].
Prefetchable Memory Limit register bits [31:20] define Prefetchable Memory Limit bits [31:20].
Bits [3:0] of both registers are hardwired to lh, indicating 64-bit addressing. The default 64-bit
addressing bit can be cleared to Oh during serial EEPROM load for systems that must run in 32-Bit
Addressing mode. For 64-bit addressing, the Prefetchable Memory Base Upper and Prefetchable
Memory Limit Upper registers are also used to define the space.

Because Address bits [19:0] are not included in the Address Space decoding, the Prefetchable Memory
Address range has a granularity of 1 MB, and is always aligned to a 1-MB Address Boundary space.

The maximum Prefetchable Memory range is 4 GB with 32-bit addressing, and 264 with 64-bit
addressing.

Memory transactions that fall within the range defined by the Prefetchable Memory Base and Limit
registers are forwarded downstream from the primary to secondary bus, and Memory transactions on the
secondary bus that are within the range are ignored. Memory transactions that do not fall within the
range defined by the Prefetchable Memory Base and Limit registers are ignored on the primary bus
and forwarded upstream from the secondary bus (provided they are not in the Address range defined by
the Memory-Mapped I/O Address register set). Figure 5-4 illustrates Memory-Mapped I/O and
Prefetchable Memory forwarding.

When the Prefetchable Memory Base is programmed with a value greater than the Prefetchable
Memory Limit, the Prefetchable Memory range is disabled. In this case, all Memory transaction
forwarding is determined by the Memory-Mapped I/O Base and Limit registers. All four Prefetchable
Base and Limit registers must be considered when disabling the Prefetchable Memory range.

In Figure 5-4, reworded ‘Prefetchable and Memory-Mapped I/O Memory Space” to “Prefetchable
Memory and Memory-Mapped 1/O Space.”
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Figure 5-4. Memory-Mapped I/O and Prefetchable Memory Forwarding
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5.2.3.3

Prefetchable Space

64-Bit Addressing

Unlike Memory-Mapped I/O memory that must reside below the 4-GB Address Boundary space,
Prefetchable memory can reside below, above, or span the 4-GB Address Boundary space. Memory
locations above the 4-GB Address Boundary space must be accessed using 64-bit addressing.
PCI Express Memory transactions that use the Short Address (32-bit) format can target the
Non-Prefetchable Memory space, or a Prefetchable Memory window located below the 4-GB Address
Boundary space. PCI Express Memory transactions that use the Long Address (64 bit) format can target
locations anywhere in 64-bit Memory space.

PCI Memory transactions that use Single Address cycles can only target locations below the 4-GB
Address Boundary space. PCI Memory transactions that use Dual Address cycles can target locations
anywhere in 64-bit Memory space. The first Address phase of a Dual Address transaction contains the
lower 32 bits of the address, and the second Address phase contains the upper 32 bits of the address.
If the upper 32 bits of the address are 0, a Single Address transaction is performed.

Forward Transparent Bridge Mode

When the Prefetchable Memory Base Upper and Prefetchable Memory Limit Upper registers are
both cleared to 0, addresses located above the 4-GB Address Boundary space are not supported. In
Forward Transparent Bridge mode, if a PCI Express Memory transaction is detected with an address
located above 4 GB, the transaction is completed with Unsupported Request status. All Dual Address
transactions on the PCI Bus are forwarded upstream to the PCI Express interface.

When the Prefetchable memory is located entirely above the 4-GB Address Boundary space,
the Prefetchable Memory Base Upper and Prefetchable Memory Limit Upper registers are both set
to non-zero values. If a PCI Express Memory transaction is detected with an address located below the
4-GB Address Boundary space, the transaction is completed with Unsupported Request status, and all
Single Address transactions on the PCI Bus are forwarded upstream to the PCI Express interface (unless
they fall within the Memory-Mapped /O range). A PCI Express Memory transaction located above
4 GB, that falls within the range defined by the Prefetchable Base, Prefetchable Memory Base
Upper, Prefetchable Memory Limit, and Prefetchable Memory Limit Upper registers, is forwarded
downstream and becomes a Dual Address cycle on the PCI Bus. If a Dual Address cycle is detected on
the PCI Bus located outside the range defined by these registers, it is forwarded upstream to the
PCI Express interface. If a PCI Express Memory transaction located above the 4-GB Address Boundary
space does not fall within the range defined by these registers, it is completed with Unsupported Request
status. If a PCI Dual Address cycle falls within the range determined by these registers, it is ignored.

When the Prefetchable memory spans the 4-GB Address Boundary space, the Prefetchable Memory
Base Upper register is cleared to 0, and the Prefetchable Memory Limit Upper register is set to a
non-zero value. If a PCI Express Memory transaction is detected with an address located below 4 GB,
and is greater than or equal to the Prefetchable Memory Base Address, the transaction is forwarded
downstream. A Single Address transaction on the PCI Bus is forwarded upstream to the PCI Express
interface if the address is less than the Prefetchable Memory Base Address. If a PCI Express Memory
transaction located above 4 GB is less than or equal to the Prefetchable Memory Limit register, it is
forwarded downstream to the PCI Bus as a Dual Address cycle. If a Dual Address cycle on the PCI Bus
is less than or equal to the Prefetchable Memory Limit register, it is ignored. If a PCI Express Memory
transaction located above 4 GB is greater than the Prefetchable Memory Limit register, it is completed
with Unsupported Request status. If a Dual Address cycle on the PCI Bus is greater than the
Prefetchable Memory Limit register, it is forwarded upstream to the PCI Express interface.
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5.2.4
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Reverse Transparent Bridge Mode

When the Prefetchable Memory Base Upper and Prefetchable Memory Limit Upper registers are
both cleared to 0, addresses located above the 4-GB Address Boundary space are not supported. In
Reverse Transparent Bridge mode, if a Dual Address transaction on the PCI Bus is detected, the
transaction is ignored. If a PCI Express Memory transaction is detected with an address located above
the 4-GB Address Boundary space, it is forwarded upstream to the PCI Bus as a Dual Address cycle.

When the Prefetchable memory is located entirely above the 4-GB Address Boundary space,
the Prefetchable Memory Base Upper and Prefetchable Memory Limit Upper registers are both set
to non-zero values. The PEX 8114 ignores all single address Memory transactions on the PCI Bus, and
forwards all PCI Express Memory transactions with addresses located below the 4-GB Address
Boundary space upstream to the PCI Bus (unless they fall within the Memory-Mapped I/O range).

A Dual Address transaction on the PCI Bus that falls within the range defined by the Prefetchable
Base, Prefetchable Memory Base Upper, Prefetchable Memory Limit, and Prefetchable Memory
Limit Upper registers is forwarded downstream to the PCI Express interface. If a PCI Express Memory
transaction is located above the 4-GB Address Boundary space and falls outside the range defined by
these registers, it is forwarded upstream to the PCI Bus as a Dual Address cycle. If a Dual Address
transaction on the PCI Bus does not fall within the range defined by these registers, it is ignored. If a
PCI Express Memory transaction located above 4 GB falls within the range defined by these registers, it
is completed with Unsupported Request status.

When the Prefetchable memory spans the 4-GB Address Boundary space, the Prefetchable Memory
Base Upper register is cleared to 0, and the Prefetchable Memory Limit Upper register is set to a
non-zero value. If a PCI Single Address cycle is greater than or equal to the Prefetchable Memory Base
Address, the transaction is forwarded downstream to the PCI Express interface. If a PCI Express
Memory transaction is detected with an address located below the 4-GB Address Boundary space, and is
less than the Prefetchable Memory Base Address, the transaction is forwarded upstream to the PCI Bus.
If a Dual Address PCI transaction is less than or equal to the Prefetchable Memory Limit register, it is
forwarded downstream to the PCI Express interface. If a PCI Express Memory transaction located
above the 4-GB Address Boundary space is less than or equal to the Prefetchable Memory Limit
register, it is completed with Unsupported Request status. If a Dual Address PCI transaction is greater
than the Prefetchable Memory Limit register, it is ignored. If a PCI Express Memory transaction
located above the 4-GB Address Boundary space is greater than the Prefetchable Memory Limit
register, it is forwarded upstream to the PCI Bus as a Dual Address cycle.

Base Address Register Addressing

The Base Address Registers (BARs) provide Memory-Mapped access to internal Configuration
registers. This method of accessing internal registers is used exclusively to access the PCI Express
Extended register set when operating as a Reverse PCI bridge, which has no other method of accessing
without access to the higher Configuration addresses. All accesses using the BARs return 1 DWord of
data. The BARs do not affect data forwarding through the bridge that uses Memory 1/0, Memory-
Mapped, or Prefetchable Memory.

The PEX 8114 defaults to a non-prefetchable 32-bit BAR access, using BARO and leaving BARI1
unused. The PEX 8114 can be configured by serial EEPROM to support 64-bit non-prefetchable BAR
access, using both BARO and BARI to create a 64-bit BAR, by setting the Base Address 0 register
Memory Map Type field (offset 10h[2:1] to 10b.

Addresses transmitted to the BAR window are linearly translated into register address accesses. The
Nth location of the BAR maps to the Nth Configuration register. Access to BAR locations that do not
contain registers corresponding to that address return UR in Forward Transparent Bridge mode and O in
Reverse Transparent Bridge mode.

For further details, refer to Chapter 6, “Configuration.”
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Introduction

Configuration requests are initiated by the Root Complex in a PCI Express system and by the PCI or
PCI-X Host or Central Resource Function in a PCI system. All devices located within a PCI Express or
PCI system include a Configuration space accessed using Configuration transactions to configure
operational characteristics of the device.

When the PEX 8114 operates as a Forward bridge, all configurations originate at the PCI Express Root
Complex. The PEX 8114 is configured by the Root Complex. The PEX 8114 register set appears as a
Type 1 PCI Express Bridge register set with a Device ID of 8114h and additional Device-Specific
registers. The PCI Express Bridge register set is enumerated and configured by the BIOS according to
PCI Express conventions. Configuration or changes to the additional Device-Specific registers is
optional, as changes to the Device-Specific registers are not required to allow the PEX 8114 to function.
PCI devices located downstream from the PEX 8114 are configured by the Root Complex through the
PEX 8114.

When the PEX 8114 operates as a Reverse bridge, all configurations originate at the PCI-X or PCI Host.
The PCI-X Host configures the PEX 8114, using PCI transactions. The PCI-X Host also configures
PCI Express devices, located downstream from the PEX 8114, by transmitting PCI transactions to the
PEX 8114, which the bridge converts into PCI Express Configuration transactions and then forwards to
the PCI Express devices downstream.

In Reverse Transparent Bridge mode, the PEX 8114 register set appears as a Type 1 PCI Bridge register
set with a Device ID of 8114h and additional Device-Specific registers. The PCI Bridge register set is
enumerated and configured by the BIOS according to PCI Bridge conventions. Configuration or
changes to the additional Device-Specific registers is optional, as changes to the Device-Specific
registers are not required to allow the PEX 8114 to function.

Type 0 Configuration transactions are used to access the internal PEX 8114 Configuration registers.
When the PEX 8114 is configured as a Forward or Reverse bridge, Type 1 Configuration transactions
are transmitted into the PEX 8114 to access devices downstream from the PEX 8114. These Type 1
configurations are converted to Type O transactions, if they are targeted to the device on the bus directly
below the PEX 8114. If the transaction is a Target for a bus downstream from the bus located directly
below the PEX 8114, the transaction is passed through the PEX 8114 as a Type 1 configuration. If the
transaction is not targeted for the PEX 8114, or devices located downstream from the PEX 8114, the
transaction is rejected.
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The Configuration address is formatted as follows:

PCI Express
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31 24|23 19 (18 16 |15 12 |11 8 1 0
Device Function Extended Register
Bus Number Number Number Reserved Register A d%ress Reserved
Address
PCI Type 0 (At Initiator)
31 16 |15 11 10 8 1 0
. . . . Function Register
Single bit decoding of Device Number Reserved Number Number 0 0
PCI Type 0 (At Target)
31 1110 8 1 0
Function Register
Reserved Number Number 0 0
PCI Type 1
31 24|23 16 |15 11 |10 8 1 0
Device Function Register
Reserved Bus Number Number Number Number 0 1
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6.2 Type 0 Configuration Transactions

The PEX 8114 responds to Type O Configuration transactions on its primary bus that address the
PEX 8114 Configuration space. A Type 0 Configuration transaction is used to configure the PEX 8114,
and is not forwarded downstream to the secondary bus. The PEX 8114 ignores Type O Configuration
transactions on its secondary bus. Type O Configuration transactions result in the transfer of 1 DWord.
If Configuration Write data is poisoned, the data is discarded and a Non-Fatal Error message is
generated, if enabled.

6.3 Type 1 Configuration Transactions

Type 1 Configuration transactions are used for device configuration in a hierarchical bus system.
Transparent bridges and switches are the only devices that respond to Type 1 Configuration transactions.

Type 1 conversion to special cycles are not supported. When the PEX 8114 operates as a Type 1
Transparent bridge, Configuration transactions are used when the transaction is intended for a device
residing on a bus other than the one that issued the Type 1 request. The Bus Number field in a
Configuration transaction request specifies a unique bus in the hierarchy, on which the Transaction
Target resides. The bridge compares the specified bus number with two PEX 8114 Configuration
registers — Secondary Bus Number and Subordinate Bus Number — to determine whether to forward
a Type 1 Configuration transaction across the bridge.

When the primary interface receives a Type 1 Configuration transaction, the following tests are applied,
in sequence, to the Bus Number field to determine how to handle the transaction:

1. When the Bus Number field is equal to the Secondary Bus Number register value, the PEX 8114
forwards the Configuration request to the secondary bus as a Type 0 Configuration transaction.

2. When the Bus Number field is not equal to the Secondary Bus Number register value, but is
within the range of the Secondary Bus Number and Subordinate Bus Number (inclusive)
registers, the Type 1 Configuration request is specifying a bus located behind the bridge. In this case,
the PEX 8114 forwards the Configuration request to the secondary bus as a Type 1 Configuration
transaction.

3. When the Bus Number field does not satisfy the above criteria, the Type 1 Configuration request
is specifying a bus that is not located behind the bridge. In this case, the Configuration request
is invalid. If the primary interface is PCI Express, a Completion with Unsupported Request (UR)
status is returned. If the primary interface is PCI, the Configuration request is ignored, resulting in
resulting in delivery of FFFF_FFFFh or a Target Abort. If the Bridge Control register Master Abort
Mode bit (offset 3Ch[21]) is set, the PEX 8114 replies to the PCI requester’s follow-on Non-Posted
requests with a Target Abort. If the Master Abort Mode bit is not set, the PEX 8114 replies to the
PCI requester’s follow-on Non-Posted requests with FFFF_FFFFh.
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Type 1-to-Type 0 Conversion

The PEX 8114 performs a Type 1-to-Type O conversion when the Type 1 transaction is generated on the
primary bus and is intended for a device attached directly to the secondary bus. The PEX 8114 must
convert the Type 1 Configuration transaction to Type 0, to allow the downstream device to respond to it.
Type 1-to-Type O conversions are performed only in the downstream direction. The PEX 8114 generates
Type 0 Configuration transactions only on the secondary interface.

Forward Transparent Bridge Mode

The PEX 8114 forwards a Type 1 transaction on the PCI Express interface to a Type 0 transaction on the
PCI Bus, if the Type 1 Configuration request Bus Number field is equal to the Secondary Bus Number
register value.

The PEX 8114 then performs the following steps on the secondary interface:

Clears Address bits AD[1:0] to 00b.

Derives Address bits AD[7:2] directly from the Configuration request Register Address field.
Derives Address bits AD[10:8] directly from the Configuration request Function Number field.
Clears Address bits AD[15:11] to O0h.

Decodes the Device Number field and sets a single Address bit within the range AD[31:16] during
the Address phase.

6. Verifies that the Extended Register Address field in the Configuration request is Oh. If the value is
non-zero, the PEX 8114 does not forward the transaction, and treats it as an Unsupported Request
on the PCI Express interface, and a Received Master Abort on the PCI Bus.

a & 0 bhp A

Type 1-to-Type O transactions are performed as Non-Posted transactions.
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6.4.2 Reverse Transparent Bridge Mode

The PEX 8114 forwards a Type 1 transaction on the PCI Bus to a Type 0 transaction on the PCI Express

interface, if the following are true during the PCI Address phase:
¢ Address bits AD[1:0] are O1b.

e The Type 1 Configuration request Bus Number field (AD[23:16]) is equal to the Secondary Bus

Number register value.

¢ The Bus command on PCI_C/BE[3:0]# (32-bit bus) or PCI_C/BE[7:0]# (64-bit bus)
is a Configuration Write or Read.

* The Type 1 Configuration request Device Number field (AD[15:11]) is Oh. If it is non-zero,
the PEX 8114 ignores the transaction, resulting in a Master Abort.

The PEX 8114 then creates a PCI Express Configuration request, according to the following:

1. Sets the request Type field to Configuration Type 0.

2. Derives the Register Address field [7:2] directly from the Configuration request Register Address
field.

3. Clears the Extended Register Address field [11:8] to Oh.

4. Derives the Function Number field [18:16] directly from the Configuration request Function
Number field.

5. Derives the Device Number field [23:19] directly from the Configuration request Device Number
field (forced to Oh).

6. Derives the Bus Number field [31:24] directly from the Configuration request Bus Number field.

Type 1-to-Type O transactions are performed as Non-Posted transactions.
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Type 1-to-Type 1 Forwarding

Type 1-to-Type 1 transaction forwarding provides a hierarchical configuration mechanism when two or
more levels of bridges are used. When the PEX 8114 detects a Type 1 Configuration transaction
intended for a PCI Bus downstream from the secondary bus, it forwards the transaction, unchanged, to
the secondary bus.

In this case, the Transaction Target does not reside on the PEX 8114°s secondary interface, but is located
on a bus segment farther downstream. Ultimately, this transaction is converted to a Type 0 transaction by
a downstream bridge.

Forward Transparent Bridge Mode
The PEX 8114 forwards a Type 1 transaction on the PCI Express interface to a Type 1 transaction on the
PCI Bus, if the following are true:

* A Type 1 Configuration transaction is detected on the PCI Express interface

* The value specified by the Bus Number field is within the range of Bus Numbers between the
Secondary Bus Number (exclusive) and Subordinate Bus Number (inclusive)

The PEX 8114 then performs the following steps on the secondary interface:
1. Generates Address bits AD[1:0] as O1b.

2. Generates PCI Register Number, Function Number, Device Number, and Bus Number directly from
the PCI Express Configuration Request register Address, Function Number, Device Number, and
Bus Number fields, respectively.

3. Generates Address bits AD[31:24] as 00h.

4. Verifies that the Extended Register Address field in the Configuration request is Oh. If the value
is non-zero, the PEX 8114 does not forward the transaction, and returns a Completion with

Unsupported Request status on the PCI Express interface, and a Received Master Abort on the
PCI Bus.

Type 1-to-Type 1 forwarding transactions are performed as Non-Posted transactions.
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6.5.2

6.6

Reverse Transparent Bridge Mode

Reverse Transparent Bridge Mode
The PEX 8114 forwards a Type 1 transaction on the PCI Bus to a Type 1 transaction on the PCI Express
interface, if the following are true during the PCI Address phase:

¢ Address bits AD[1:0] are O1b.

* The value specified by the Bus Number field is within the range of Bus Numbers between the
Secondary Bus Number (exclusive) and Subordinate Bus Number (inclusive).

¢ The Bus command on PCI_C/BE[3:0]# (32-bit bus) or PCI_C/BE[7:0]# (64-bit bus)
is a Configuration Write or Read.

The PEX 8114 then creates a PCI Express Configuration request, according to the following:

1. Sets the request Type field to Configuration Type 1.

2. Derives the Register Address field [7:2] directly from the Configuration request Register Address
field.

3. Clears the Extended Register Address field [11:8] to Oh.

4. Derives the Function Number field [18:16] directly from the Configuration request Function
Number field.

5. Derives the Device Number field [23:19] directly from the Configuration request Device Number
field.

6. Derives the Bus Number field [31:24] directly from the Configuration request Bus Number field.

Type 1-to-Type 1 forwarding transactions are performed as Non-Posted transactions.

PCI Express Enhanced Configuration Mechanism

The PCI Express Enhanced Configuration Mechanism adds four additional bits to the Register Address
field, thereby expanding the space to 4,096 bytes. The PEX 8114 forwards Configuration transactions
only when the Extended Register Address bits are all 0. This prevents address aliasing on the PCI Bus
that does not support Extended Register Addressing.

When a Configuration transaction targets the PCI Bus and contains a non-zero value in the Extended
Register Address field, the PEX 8114 treats the transaction as if it received a Master Abort on the PCI
Bus. The PEX 8114 then performs the following steps:

1. Sets the appropriate status bits for the destination bus, as if the transaction executed and resulted
in a Master Abort.

2. Generates a PCI Express Completion with Unsupported Request status.
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Configuration Retry Mechanism

Forward Transparent Bridge Mode

Bridges must return a Completion for all Configuration requests that traverse the bridge from
PCI Express-to-PCI prior to expiration of the Completion Timeout Timer in the Root Complex. This
requires that bridges take ownership of all Configuration requests forwarded across the bridge. If the
Configuration request to PCI successfully completes prior to the bridge Timer expiration, the bridge
returns a Completion with Successful Status to PCI Express. If the Configuration request to PCI
encounters an error condition prior to the bridge Timer expiration, the bridge returns an appropriate
error Completion to PCI Express. If the Configuration request to PCI does not successfully complete or
with an error prior to Timer expiration, the bridge returns a Completion with Configuration Retry Status
(CRS) to the PCI Express interface.

After the PEX 8114 returns a Completion with CRS to PCI Express, the PEX 8114 continues to allow
the Configuration transaction to remain alive on the PCI Bus. The PCI r3.0 states that once a PCI
Master detects a Target Retry, it must continue to Retry the transaction until at least 1 DWord is
transferred. The PEX 8114 Retries the transaction until the transaction completes on the PCI Bus or
until the PCI Express to PCI Retry Timer expires.

When the Configuration transaction completes on the PCI Bus after the return of a Completion with
CRS on the PCI Express interface, the PEX 8114 discards the Completion information. Bridges that
implement this option are also required to implement the Device Control register Bridge Configuration
Retry Enable bit [15]. If this bit is cleared, the bridge does not return a Completion with CRS on behalf
of Configuration requests forwarded across the bridge. The lack of a Completion results in eventual
Completion Timeout at the Root Complex.

Bridges, by default, do not return CRS for Configuration requests to a PCI device located behind the
bridge. This can result in lengthy completion delays that must be comprehended by the Completion
Timeout value in the Root Complex.

Reverse Transparent Bridge Mode

In Reverse Transparent Bridge mode, when the PEX 8114 detects a CRS, it resends the Configuration
request to the PCI Express device to allow the configuration request to remain alive, and reset its
Internal Timer. If the PEX 8114 is in PCI mode and the Internal Timer times out before receiving a CRS
or Error message from the PCI Express device, the PEX 8114 replies with FFFF_FFFFh if the Bridge
Control register Master Abort Mode bit (offset 3Ch[21]) is not set. Otherwise, it causes a Target Abort
if the Master Abort Mode bit is set. If the PEX 8114 is in PCI-X mode, it transmits a Split Completion
with a Target Abort Error message.
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6.8

6.8.1

Configuration Methods

Configuration Methods

The PEX 8114 supports the Standard Configuration methods and maintains several Device-Specific
Configuration methods. The PEX 8114 supports Forward and Reverse Transparent Bridge modes. Each
mode is slightly different from a configuration perspective.

The basic configuration methods include:
* PCI Express Extended Configuration cycles
¢ PCI Configuration cycles
* BARO0/1 Memory-Mapped configuration of Device-Specific registers

¢ Address and Data Pointer method for register access

The PCI Express Extended Configuration method provides a PCI Express ri.0a-compliant method for
configuring PCI Express registers. The PCI Configuration method provides a PCI r3.0-compliant
method for accessing PCI registers. The BARO and BAR1 configuration method provides 32- or 64-bit
Memory-Mapped access to registers. This is typically used to access registers that cannot be accessed
by PCI Express Extended or Conventional PCI configurations. In general, BARO and BARI point to
8 KB of Memory Cycle-Accessible Address space. This 8 KB of space is used to Write and Read
registers within, or downstream from, the PEX 8114. The 8 KB of Memory-Mapped space accesses
registers in a slightly different manner in Forward and Reverse Transparent modes. The differences are
explained in the next section. The Address and Data Pointer method provides two registers within the
Configuration space for Reverse Transparent mode. One register represents an address in the PCI/
PCI Express hierarchy, the other is a data value register. By loading the Address register with a Target
address, then writing or reading the Data register, a location in the Address space can be written or read.

Configuration Methods Intent and Variations

Configuration register accesses must be supported in all primary operation modes. These modes include
Forward and Reverse Transparent. Each supported Configuration method provides access to at least
some of the Configuration registers. Certain Configuration methods provide access to Conventional PCI
registers, while others provide easy access to Device-Specific registers. By providing a combination of
configuration methods, the PEX 8114 allows Conventional PCI access to many registers and logical
simple access to Device-Specific registers, as well as downstream device registers. Operation modes
slightly vary; therefore, certain Configuration methods also vary. The following sections explain the
basic capability differences.
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PCI Express Extended Configuration Method

The PCI Express Extended Configuration method provides Forward Transparent bridges with access to
the standard set of PCI Express registers. This configuration method provides PCI-SIG-compliant
access to the PEX 8114 PCI-SIG-defined registers. It also provides access to PCI-SIG-compliant access
to registers in downstream devices when the PEX 8114 is used in Forward Transparent Bridge mode.
This method is, however, confined to accessing the PCI Express-defined registers and is not used to
access the PEX 8114 Device-Specific registers.

In Forward Transparent Bridge mode, Memory-Mapped access is supported to access Device-Specific
PEX 8114 registers. Address and Data Pointer register access is not supported in Forward Transparent
Bridge mode. Therefore, the PEX 8114 Device-Specific registers can only be accessed by
Memory-Mapped access.

PCI Configuration Cycles

PCI Configuration cycles are used in Reverse Transparent Bridge mode to access the standard 256-byte
PCI-defined register space. This method provides Conventional PCI register access that functions with
Conventional PCI BIOS; however, it does not provide access in the following:

* Reverse Transparent Bridge mode to downstream devices’ PCI Express Extended registers

* Reverse Transparent Bridge mode to downstream devices’ Device-Specific registers

In Reverse Transparent Bridge mode, use the Memory-Mapped or Address and Data Pointer method to
access the downstream devices’ PCI Express Extended registers or the Device-Specific registers.

BARO/1 Device-Specific Register Memory-Mapped
Configuration

BARO and BARI are used to provide 32- or 64-bit Memory-Mapped access to the Device-Specific
registers. The use of Memory-Mapped access is slightly different in Forward Transparent Bridge mode
than it is in Reverse Transparent Bridge mode.

* Forward Transparent Bridge mode — Memory-Mapped access provides access to PEX 8114
internal Device-Specific registers.

* Reverse Transparent Bridge mode — Memory-Mapped access provides access to all PEX 8114
internal registers, as well as to downstream PCI Express device registers. This Memory-Mapped
method allows PCI Hosts (which support only Conventional PCI Configuration registers) to
access devices on the downstream PCI Express side of the bridge, using PCI Express Extended
Configuration space.

BARO and BAR1 Device-Specific Register Memory-Mapped configuration can be disabled by setting
the Disable BARO bit (offset FAOh[7]). By default, this bit is cleared; however, it can be set by way of
serial EEPROM load. When this bit is set, BARO is loaded with all zeros (0) at reset, and appears to the
operating system as disabled.
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6.8.6
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Address and Data Pointer Configuration Method

Address and Data Pointer Configuration Method

In Reverse Transparent Bridge mode, the Address and Data Pointer Configuration method provides the
PCI Host with access to all PEX 8114 extended registers, as well as all registers of PCI Express devices
on links located downstream from the PEX 8114.

Access to the Configuration registers through the Memory-Mapped or Address and Data Pointer
Configuration method is intended; however, both methods cannot be used concurrently. Access to the
Configuration registers by way of the Address and Data pointers, which were accessed by the BAR0/1
Memory-Map access (Double-Indirect access) results in undefined data.

Configuration Specifics

This section details how Configuration cycles function in Forward and Reverse Transparent Bridge
modes and defines the register Address ranges accessed by each cycle type. The three operational modes
are described separately, and in each description a table is provided that defines the recommended
method for accessing the register ranges, located within and downstream from the PEX 8114. Following
the table of recommended access methods, the methods are described as they function in that mode.

Forward Transparent Bridge Mode

In Forward Transparent Bridge mode, access to all registers located within and downstream from the
PEX 8114 is provided according to Table 6-1.

Table 6-1. Access to Registers during Forward Transparent Bridge Mode

Target Register Type Register Location Intended Configuration Method

PEX 8114 PCI Express-defined registers

PEX 8114 registers 00h through 1C7h,

FB4h through FFFh PCI Express Extended configuration

PEX 8114 Device-Specific registers PEX 8114 registers FFFh to FB3h BARO/1 Memory-Mapped configuration

Downstream device PCI registers

PCI Express Extended Configuration

Downstream bus with register addresses Accessing of PCI-defined registers —

00h through FFh first 256 bytes
Downstream device Device-Specific Downstream Device-Specific Not supported
registers
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PCI Express Extended Configuration Access in Forward Transparent Bridge Mode

In Forward Transparent Bridge mode (as in all other modes), the PCI Express Extended Configuration
method functions, as described in the PCI Express r1.0a, and as previously described. The PEX 8114
makes no non-standard modifications to the standard PCI Express Extended Configuration method.

Forward Transparent Memory-Mapped BARO/1 Access to Internal Registers

In Forward Transparent Bridge mode, BARO and BAR1 are used to provide 32- or 64-bit Memory-
Mapped access to internal Configuration registers. When BARO and BAR1 are enumerated according to
PCI convention and the bridge operation description herein, access to a 4-KB Memory-Mapped window
into the Configuration registers is provided. The 4-KB window provides access to all PCI Express
Extended register addresses. The Memory-Mapped window locations are linearly mapped to
Configuration register space, according to the following equation:

for N = 0 through 4 KB-1; Memory-Mapped address BASE+N access register N

All internal registers can be accessed through Memory-Mapped access in Forward Transparent
Bridge mode.
Reverse Transparent Bridge Mode

In Reverse Transparent Bridge mode, access to all registers located within and downstream from the
PEX 8114 is provided according to Table 6-2.

Table 6-2. Access to Registers during Reverse Transparent Bridge Mode

Target Register Type

Register Location

Intended Configuration Method

PEX 8114 PCI-defined registers

PEX 8114 registers 00h through FFh

Conventional PCI configuration

PEX 8114 PCI and Device-Specific
registers

PEX 8114 registers 100h through FFFh

BARO0/1 Memory-Mapped configuration
Address and Data Pointer configuration

Downstream device PCI Type 0 Bridge
register set from register 00h through FFh
for enumeration

Downstream bus with register addresses
00h through FFh

Conventional PCI configuration

Downstream device PCI Express Extended
registers

PCI Express Extended registers (includes
registers 100h through FFFh)

BARO/1 Memory-Mapped configuration
Address and Data Pointer configuration

Downstream device Device-Specific
registers

Downstream Device-Specific

BARO0/1 Memory-Mapped configuration
Address and Data Pointer configuration
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Configuration Specifics

Conventional PCI Configuration Access

In Reverse Transparent Bridge mode, the Conventional PCI configuration method functions, as
described in the PCIr3.0, and as previously described. The PEX 8114 makes no non-standard
modifications to the PCI Configuration method. Using the PCI Configuration method, accesses can be
made to the PEX 8114 standard 256 bytes of PCI register space and the first 256 bytes of any
downstream PCI Express device located on links downstream from the PEX 8114. Because of the
limitation of having access to only the first 256-byte offsets of the 4-KB Extended Register space of the
downstream PCI Express device, an extended Memory-Mapped method is used to access the additional
PCI Express registers of the downstream devices. The extended Memory-Mapped access method is
described in the next section.

Reverse Transparent Memory-Mapped BARO/1 Access to Internal Extended Registers
and Downstream Device Registers

In Reverse Transparent Bridge mode, BARO and BAR1 are used to provide 32- or 64-bit Memory-
Mapped access to the PEX 8114 internal Configuration registers and 4-KB PCI Express Extended
Configuration register space of PCI Express devices on link(s) located downstream from the PEX 8114.
When BARO and BARI1 are enumerated, according to PCI convention and according to the bridge
operation description herein, access is allowed to an 8-KB Memory-Mapped window into the
Configuration registers of a device in the hierarchy that originates at the PEX 8114. The 8§-KB window
provides access to all PEX 8114 PCI Express Extended register addresses and the PCI Express
Extended Address space of all downstream PCI Express devices. The lower 4 KB of Memory-Mapped
space, locations O through 4 KB-1 (FFFh), is a 4-KB access window into Configuration space that
allows writing and reading of registers. The Memory-Mapped location at 4 KB (1000h) is a pointer to a
register set on the bus hierarchy, which indicates the start location in the access window. The pointer’s
contents create an address, defined in Table 6-3.

When a PEX 8114 internal register is accessed, the Memory-Mapped Access cycle causes an internal
register Read. When the register accessed is in a device located downstream from the PEX 8114, the
Memory-Mapped Access cycle is converted to a Configuration access, which is transmitted down the
link. The Memory-Mapped window is linearly mapped to the Configuration Register space of the
register set pointed to by the pointer, according to the following equation:

for N = 0: 4 KB-1; Memory-Mapped address BASE+N access register N

Set the Configuration Enable bit to 1, to enable downstream Memory-Mapped accesses. All
PEX 8114 internal registers and downstream PCI Express devices can be accessed through the Memory-
Mapped method.

Table 6-3. Reverse Transparent Configuration Address Pointer at Memory-Mapped Location 1000h

31/30 28)27

20/19 15\14 12\11 0

| | I
| | | e Forced to 0

| | Function Number [2:0]

| Device Number [4:0]

Bus Number [7:0]

Not Used

Configuration Enable bit
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Reverse Transparent Address and Data Pointer Register Access to Internal and
Extended Registers and Downstream Device Registers

In Reverse Transparent Bridge mode, two registers in PEX 8114 Configuration space provide indirect
access into any Configuration register in the PEX 8114 or any PCI Express device located downstream
from the PEX 8114. The Address pointer register is a 32-bit register, located at offset F8h. This register
points to the address of a unique register located within or downstream from the PEX 8114. The
Address pointer bits are defined in Table 6-4.

The Data register is a 32-bit register located at offset FCh. When this register is written or read, the
32-bit register value pointed to by the address pointer is written or read.

Set the Configuration Enable bit to 1 to enable Address and Data Pointer accesses. When a PEX 8114
internal register is accessed using the Address and Data Pointer Access cycle, the PEX 8114 executes an
internal register access. When the register accessed is in a device located downstream from the
PEX 8114, the Address and Data Pointer Access cycle is converted to a Configuration access, which is
transmitted down the link. All internal PEX 8114 registers and downstream PCI Express devices can be
accessed through the Address and Data Pointer method in Reverse Transparent Bridge mode.

Table 6-4. Reverse Transparent Configuration Address Pointer at Offset F8h

31|30

26/25 1615 8|7 3]2 o‘

| | e Function Number [2:0]
I I Device Number [4:0]
| Bus Number [7:0]

Register DWord Address
[9:0] (32-bit access;
LSBs = 00b)

Reserved

Configuration Enable
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7.2

Introduction

The PEX 8114 supports PCI Express transaction bridging to a PCI Bus operating in PCI or PCI-X
mode. To simplify the descriptions, the PEX 8114 operational description is divided into the
following types:

* PCI-to-PCI Express Transactions
¢ PCI-X-to-PCI Express Transactions
* PCI Express-to-PCI Transactions
¢ PCI Express-to-PCI-X Transactions

The following sections discuss these transactions. Transaction transfer failures and general compliance
are also discussed.

General Compliance

The PEX 8114 complies with the following specifications for the listed processes and modes:
e PCI r3.0 — PCI mode
e PCI-X rl.0b or PCI-X r2.0a — PCI-X mode
* PCI Express rl.0a — PCI Express port
e PCI Express-to-PCI/PCI-X Bridge r1.0 — PCI and PCI Express Transaction Ordering rules
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PCI-to-PCI Express Transactions

When a PCI device attempts a Write from the PCI Bus to the PCI Express interface, the PEX 8114
translates PCI Burst Write transactions into PCI Express data TLPs. In the most basic transaction, the
PEX 8114 receives a Data burst on the PCI Bus and transfers the data into a PCI Express TLP.

PCI-to-PCI Express Flow Control

The PEX 8114 ensures that the internal resources for storing data are not overrun. If an internal data
storage resource is full, or approaching full in certain cases, the PEX 8114 issues Retries to all new
Request transactions and only accepts Completions or requests of types without depleted resources.

PCI-to-PCI Express — PCl Posted Write Requests

When servicing Posted Writes, no Completion information is returned to the PCI device that originated
the transaction, and when the TLP is transmitted to the PCI Express link, the transaction is considered
complete. Table 7-1 defines PCI Posted Write requests and the resultant PCI Express transactions
created in response to the Posted Write.

Table 7-1. PCI Posted Write Requests

Initial Posted PCI Transactions Resultant PCI Express Transaction
Interrupt ACK Not supported
Special Cycle Not supported
Dual Address Cycle MWr TLP, up to Maximum Packet Size; type=00000b, fmt=11b
Memory Write MWr TLP, up to Maximum Packet Size; type=00000b, fmt=1Xb
Memory Write and Invalidate MWr TLP, up to Maximum Packet Size; type=00000b, fmt=1Xb
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PCI-to-PCI Express — PCI Non-Posted Requests

7.3.3 PCI-to-PCI Express — PCI Non-Posted Requests
On Non-Posted PCI transactions, the PEX 8114 issues a Retry to the PCI originator when it receives the
first request. The Retry indicates that the Non-Posted transaction was not completed on the PCI Express
port. In addition to transmitting the Retry in response to the first Non-Posted PCI request, the PEX 8114
also creates and issues a Non-Posted TLP on the PCI Express link. Table 7-2 defines all Non-Posted
requests and their resultant PCI Ex