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Keep safety first in your circuit designs!

1. Renesas Technology Corp. puts the maximum effort into making semiconductor products better and
more reliable, but there is always the possibility that trouble may occur with them. Trouble with
semiconductors may lead to personal injury, fire or property damage.

Remember to give due consideration to safety when making your circuit designs, with appropriate
measures such as (i) placement of substitutive, auxiliary circuits, (ii) use of nonflammable material or
(iii) prevention against any malfunction or mishap.

Notes regarding these materials

1. These materials are intended as a reference to assist our customers in the selection of the Renesas
Technology Corp. product best suited to the customer's application; they do not convey any license
under any intellectual property rights, or any other rights, belonging to Renesas Technology Corp. or
a third party.

2. Renesas Technology Corp. assumes no responsibility for any damage, or infringement of any third-
party's rights, originating in the use of any product data, diagrams, charts, programs, algorithms, or
circuit application examples contained in these materials.

3. All information contained in these materials, including product data, diagrams, charts, programs and
algorithms represents information on products at the time of publication of these materials, and are
subject to change by Renesas Technology Corp. without notice due to product improvements or
other reasons. It is therefore recommended that customers contact Renesas Technology Corp. or
an authorized Renesas Technology Corp. product distributor for the latest product information
before purchasing a product listed herein.

The information described here may contain technical inaccuracies or typographical errors.
Renesas Technology Corp. assumes no responsibility for any damage, liability, or other loss rising
from these inaccuracies or errors.

Please also pay attention to information published by Renesas Technology Corp. by various means,
including the Renesas Technology Corp. Semiconductor home page (http://www.renesas.com).

4. When using any or all of the information contained in these materials, including product data,
diagrams, charts, programs, and algorithms, please be sure to evaluate all information as a total
system before making a final decision on the applicability of the information and products. Renesas
Technology Corp. assumes no responsibility for any damage, liability or other loss resulting from the
information contained herein.

5. Renesas Technology Corp. semiconductors are not designed or manufactured for use in a device or
system that is used under circumstances in which human life is potentially at stake. Please contact
Renesas Technology Corp. or an authorized Renesas Technology Corp. product distributor when
considering the use of a product contained herein for any specific purposes, such as apparatus or
systems for transportation, vehicular, medical, aerospace, nuclear, or undersea repeater use.

6. The prior written approval of Renesas Technology Corp. is necessary to reprint or reproduce in
whole or in part these materials.

7. If these products or technologies are subject to the Japanese export control restrictions, they must
be exported under a license from the Japanese government and cannot be imported into a country
other than the approved destination.

Any diversion or reexport contrary to the export control laws and regulations of Japan and/or the
country of destination is prohibited.

8. Please contact Renesas Technology Corp. for further details on these materials or the products
contained therein.
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General Precautionson Handling of Product

1. Treatment of NC Pins

Note: Do not connect anything to the NC pins.
The NC (not connected) pins are either not connected to any of the internal circuitry or are
they are used as test pins or to reduce noise. If something is connected to the NC pins, the
operation of the LSl is not guaranteed.

2. Treatment of Unused Input Pins

Note: Fix al unused input pinsto high or low level.
Generally, the input pins of CMOS products are high-impedance input pins. If unused pins
arein their open states, intermediate levels are induced by noise in the vicinity, a pass-
through current flows internally, and a malfunction may occur.

3. Processing before Initialization

Note:  When power isfirst supplied, the product’s state is undefined.
The states of internal circuits are undefined until full power is supplied throughout the
chip and alow level isinput onthereset pin. During the period where the states are
undefined, the register settings and the output state of each pin are also undefined. Design
your system so that it does not malfunction because of processing whileit isin this
undefined state. For those products which have areset function, reset the LSl immediately
after the power supply has been turned on.

4. Prohibition of Accessto Undefined or Reserved Addresses

Note: Access to undefined or reserved addresses is prohibited.
The undefined or reserved addresses may be used to expand functions, or test registers
may have been be allocated to these addresses. Do not access these registers; the system’'s
operation is not guaranteed if they are accessed.
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Configuration of This Manual

This manual comprises the following items:

General Precautions on Handling of Product
Configuration of This Manual
Preface
Contents
Overview
Description of Functional Modules
e CPU and System-Control Modules
*  On-Chip Peripheral Modules

The configuration of the functional description of each module differs according to the
module. However, the generic style includes the following items:

i) Feature
ii) Input/Output Pin
iii) Register Description
iv) Operation
v) Usage Note
When designing an application system that includesthis LSl, take notes into account. Each

section includes notes in relation to the descriptions given, and usage notes are given, as required,
asthefinal part of each section.

o 0k~ wbdPE

7. List of Registers

8. Electrical Characteristics

9. Appendix

10. Main Revisions and Additionsin this Edition (only for revised versions)

Thelist of revisionsis asummary of pointsthat have been revised or added to earlier versions.
This does not include all of the revised contents. For details, see the actual locationsin this
manual.

11. Index
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Preface

The SH7615 RISC (Reduced Instruction Set Computer) microcomputer includes a Renesas
Technology original RISC CPU asiits core, and the peripheral functions required to configure a
system.

Target Users: This manual was written for users who will be using thisLSl in the design of
application systems. Users of this manual are expected to understand the
fundamentals of electrical circuits, logical circuits, and microcomputers.

Objective:  This manual was written to explain the hardware functions and electrical
characteristics of this LS| to the above users.
Refer to the SH-1/SH-2/SH-DSP Software Manual for a detailed description of the
instruction set.

Notes on reading this manual:

* Product names
The following products are covered in this manual .

Product Classifications and Abbreviations

Basic Classification Product Code

SH7615 HD6417615

e Inorder to understand the overall functions of the chip

Read the manual according to the contents. This manual can be roughly categorized into parts
on the CPU, system control functions, peripheral functions, and electrical characteristics.

* |norder to understand the details of the CPU's functions
Read the SH-1/SH-2/SH-DSP Software Manual.
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Rules: Register name:  The following notation is used for cases when the same or a
similar function, e.g. serial communication, isimplemented
on more than one channel:

XXX_N (XXX istheregister name and N is the channel
number)

Bit order: The MSB (most significant bit) is on the left and the LSB
(least significant bit) is on theright.

Number notation: Binary is B'xxxx, hexadecimal is H'xxxx, decimal is XxxXx.

Signal notation:  An overbar is added to alow-active signal: xxxx

Related Manuals:  The latest versions of all related manuals are available from our web site.
Please ensure you have the latest versions of all documents you require.
(http://www.renesas.com/)

SH7615 manuals:

Document Title Document No.
SH7615 Hardware Manual This manual
SH-1/SH-2/SH-DSP Software Manual REJO09B0171

Users manuals for development tools:

Document Title Document No.

SuperH RISC engine C/C++ Compiler, Assembler, Optimizing Linkage Editor REJ10B0152
User's Manual

SuperH RISC engine High-performance Embedded Workshop User's Manual REJ10B0025

SuperH RISC engine High-performance Embedded Workshop, Tutorial REJ10B0023

SuperH RISC engine C/C++ Compiler Package Application Note REJO5B0463
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Abbreviations

ADC Anaog to Digital Converter

ALU Arithmetic Logic Unit

ASE Adaptive System Evaluator

ASID Address Space | dentifier

AUD Advanced User Debugger

BCD Binary Coded Decimal

bps bit per second

BSC Bus State Controller

CCN Cache memory Controller

CMT Compare Match Timer

CPG Clock Pulse Generator

CPU Central Processing Unit

DMAC Direct Memory Access Controller
etu Elementary Time Unit

FIFO First-In First-Out

Hi-Z High Impedance

H-UDI  High-performance User Debugging Interface
INTC Interrupt Controller

IrDA Infrared Data Association

JTAG Joint Test Action Group

LQFP Low Profile QFP

LRU Least Recently Used

LSB Least Significant Bit

MMU Memory Management Unit

MPX Multiplex

MSB Mogt Significant Bit

PC Program Counter

PFC Pin Function Controller

PLL Phase Locked Loop

PWM Pulse Width Modulation

RAM Random Access Memory

RISC Reduced Instruction Set Computer
ROM Read Only Memory

RTC Real Time Clock

SCIF Serial Communication Interface with FIFO
SDRAM  Synchronous DRAM
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TAP
T.B.D
TLB
T™MU
TPU
UART
UBC
usB
WDT

Test Access Port

To Be Determined

Trandation Lookaside Buffer

Timer Unit

Timer Pulse Unit

Universal Asynchronous Receiver/Transmitter
User Break Controller

Universal Serial Bus

Watchdog Timer
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Main Revisions and Additions in this Edition

Item Page Revisions (See Manual for Details)
General All BP-240A and BP-240AV packages added
1.1 Features of SuperH 7 Description added to the features of direct memory access
Microcomputer with On- controller (DMAC)
Chip Ethernet Controller O When synchronous DRAM is connected, single-address
Table 1.1 Features transfer is available in a single clock cycle at maximum 31.25
MHz
1.2 Block Diagram 13 Figure 1.1 amended
Figure 1.1 Block 9 9
Diagram of SH7615 CLEl el |2 |e
vlal |8 al |8
CIEE IS
' S| |® S| |
C Bl € 3|
Colx| | e >||g
VRSl (E] s
{5l [3] g[8

1.3.1 Pin Arrangement 14 Description modified

Figure 1.2 shows the pin arrangement of the HD6417615ARF
and HD6417615ARFV, and figure 1.3 shows the pin
arrangement of the HD6417615ARBP and
HD6417615ARBPV.
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Item Page Revisions (See Manual for Details)

1.3.1 Pin Arrangement 14 Figure 1.2 titte amended, package name amended

Figure 1.2 (Before) FP-208C (Top view) — (After) FP-208C, FP-208CV
HD6417615ARF and (Top view)

HD6417615ARFV Pin
Arrangement (FP-208C,

PVSS —|
FP_ZOSCV PB10/SRXD2/TIOCAL ] 158
PBY/STCK2/TIOCBLTCLKC C—] 159
B8/STS2/TIOCA2 C—] 160
PB7/STXD2/TIOCB2/TCLKD C—] 161
PB6/SRCK1/SCK2 C—] 162
PB5/SRS1/RXD2 C—] 163
PBA4/SRXD1/TXD2 C—] 164
PB3/STCKL/TIOCA0 C—] 165
PB2/STS/TIOCBO C—] 166

PVCC 167
PB1/STXDL/TIOCCOTCLKA C—] 168
PVSS ] 169

.
'
'
'
'
'
'
'
'
'
'
'
'
'
'
'

PBO/TIOCDO/TCLKBWOL C—] 170

PA13/SRCKO ] 171 !

PA12/SRS0 C—] 172 '

PALUSRXD0 C— 173 |

PAIO/STCKO C— 174 1

PA9/STSO C—{ 175 !

PAB/STXDO C—] 176 :
PA7AWDTOVF ] 177

PAGIFTCI C—] '

PVCC mmm '

'

'

'

'

'

'

'

'

'

'

'

'

'

'

'

PAS/FTI C—] 180

CKPOJFTOB ]
PA2ILNKSTA C—] 184
PAL/EXOUT C—] 185

Figure 1.3 15 Figure 1.3 added
HD6417615ARBP and

HD6417615ARBPV Pin
Arrangement (BP-240A,
BP-240AV)

1.3.2 Pin Functions 18to0 Table 1.2 amended
Table 1.2 Pin Functions 20 Type Symbol l[e} Name Function
Bus contro BUSHiZ Input Bus high Signal used in combination with WAIT
impedance signal to place bus and strobe signals in
the high-impedance (HiZ) state without
ending the bus cycle
Ethernet ETXDOto  Output  Transmit data 4-bit transmit data
controller ETXD3 Oto3
(EtherC)
Serial RXD1, RXD2 Input Receive data SCIF channel 1 and 2 receive data input
communi- input channel pins
cation 1,2
interface with
FIFO (SCIF)

1.3.3 Pin Multiplexing 22t0 Table 1.3 amended

. 27 .
Table 1.3 Pin The pin numbers for the BP-240A and BP-240AV packages
Multiplexing are added.
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Item Page

Revisions (See Manual for Details)

1.4 Processing States 29

Bus-Released State
Description added

1. Inthe bus-released state, the CPU releases the bus to a
device that has requested it.

2. Bus-released state during manual reset signal assertion

While the manual reset signal is being asserted (RES =
low and NMI = low), no arbitration request (BRLS input) is
accepted. If the BRLS signal continues to be asserted, this
LSI remains in the bus-released state (asserts the BGR
signal).

When the BRLS signal is negated in the bus-released
state during manual reset signal assertion, this LSI starts
using the bus (negates the BGR signal).

2.2.5 DSP Type 49
Instructions and Data
Formats

Table 2.5 Destination
Register Data Formats for
DSP Instructions

Table 2.5 amended

Guard Bits Register Bits

Register Instruction 39to 32 31to 16 15to 0
A0, Al Data transfer ~MOVS.W Sign extend 16-bit data

MOVS.L 32-bit data
X0, X1, YO, Data transfer ~ MOVX.W, 16-bit data
Y1, MO, M1 MOVY.W,

MOVS.W

MOVS.L 32-bit data

2.6 Usage Notes 104 to
106

3. and 4. added

3.2.3 Connecting a 112
Crystal Resonator

Figure 3.2 Example of
Crystal Oscillator
Connection

Note 1 amended

Note: 1. The CKIO pin is an output or high impedance in
clock modes 0,1, and 2, and is high impedance in clock mode
3.

3.2.4 External Clock 113
Input

Figure 3.3 External Clock
Input Method

Description amended

The CKIO pin is an output or high impedance in clock modes
0, 1, and 2, and is high impedance in clock mode 3.

3.2.7 Notes on Board 123
Design

When Using an External Crystal Oscillator
Description added

Figure 3.5 shows an example of the oscillator circuit. This is a
sample oscillator circuit and in the actual system, the values
shown in the figure are affected by the environment such as
noise, power supply characteristics, or wiring patterns. These
values cannot be guaranteed and should be used as
reference values. To determine the optimum oscillator circuit
constants for the user system, please consult with the crystal
resonator manufacturer.
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Item Page

Revisions (See Manual for Details)

3.2.7 Notes on Board 123
Design

Figure 3.5 Points for
Attention when Using
Crystal Resonator

Figure 3.5 amended

Circuit constants added and crystal resonator information

added

Bypass Capacitors
Description amended

1. Vss/Vcc pairs for FP-208C and FP-208CV

124 Description added
2. Vss/Vcc pairs for BP-240A and BP-240AV
5.3.29 IRQ 189 Bits 15 to 8—IRQ Sense Select Bits (IRQ31S to IRQ00S)
Control/Status Register Bit table amended
(IRQCSR) Bits 15to 8: Bits 15to 8:
IRQN1S IRQNOS Description
0 0 Low-level detection (Initial value)
1 Falling-edge detection
1 0 Rising-edge detection
1 Both-edge detection
7.2.1 Bus Control 259 Bit 12—Endian Specification for Area 2 (A2ENDIAN)
Register 1 (BCR1) Note added
Note: Data rearrangement into little-endian format requires no
extra processing time.
260 Bit 3—Endian Specification for Area 4 (A4ENDIAN)

Note: Data rearrangement into little-endian format requires no

extra processing time.

7.2.7 Individual Memory 271
Control Register (MCR)

» For DRAM interface
Bit table added

Bit1: TRP1 Bit 15: TRPO Description

0 0 1 cycle (Initial value)
1 2 cycles

1 0 Reserved (do not set)
1 Reserved (do not set)

 For synchronous DRAM interface

Bit table added

Bit 1: TRP1 Bit 15: TRPO Description

0 0 1 cycle (Initial value)
1 2 cycles

1 0 3 cycles
1 4 cycles

274

» For synchronous DRAM interface
Bit table replaced
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Item

Page

Revisions (See Manual for Details)

7.5.3 Burst Reads

Figure 7.19 (a) Basic
Burst Read Timing (Auto-
Precharge) Except
tecyeitpeye 1:1

Figure 7.20 (a) Burst
Read Wait Specification
Timing (Auto-Precharge)
Except tecycitpeye 1:1
Figure 7.21 (a) Single
Read Timing (Auto-
Precharge) Except
tecycitreye 1:1

Figure 7.23 (a) Basic
Burst Write Timing (Auto-
Precharge) Except
tecyeitpeye 1:1

Figure 7.24 (a) Burst
Read Timing (No
Precharge) Except
tecyeitpeye 1:1

Figure 7.25 (a) Burst
Read Timing (Bank
Active, Same Row
Address)

Except tecycitpeye 1:1

Figure 7.26 (a) Burst
Read Timing (Bank
Active, Different Row
Addresses)

Except tecycitpeye 1:1

297,
299,
302,
305,
308,
310,
312

Figure title amended

7.5.11 64-Mbit
Synchronous DRAM (2
Mword x 32 Bit)
Connection

Figure 7.35 128-Mbit
Synchronous DRAM (4
Mwords x 32 Bits)
Connection Example

323

Synchronous DRAM Mode Settings
Description amended

Synchronous DRAM Mode Settings: To make mode settings
for the synchronous DRAM, write to address X + H'FFFF0000
or X + H'FFFE8000 from the CPU. (X represents the setting
value.) Whether to use X + H'FFFF0000 or X + H'FFFF8000
determines on the synchronous DRAM used.

e 128-Mbit Synchronous DRAM (4 Mwords x 32 Bits)
Connection Example

Figure 7.35 added
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Item Page Revisions (See Manual for Details)

7.5.11 64-Mbit 325 » 128-Mbit Synchronous DRAM (8 Mwords x 16 Bits)
Synchronous DRAM (2 Connection Example

Mword x 32 Bit) Figure 7.36 added

Connection

Figure 7.36 128-Mbit

Synchronous DRAM (8

Mwords x 16 Bits)

Connection Example

Figure 7.37 256-Mbit 326 e 256-Mbit Synchronous DRAM (8 Mwords x 32 Bits)

Synchronous DRAM (8
Mwords x 32 Bits)
Connection Example

Connection Example
Figure 7.37 added

7.11.3 Preventing Wrong 358
Data Output to
Synchronous DRAM

Section 7.11.3 added

8.2.1 Cache Control 361 Description added

Register (CCR) ... the CP bit reverts to 0. The CP bit always reads 0. Read the

Bit 4—Cache Purge Bit cache to check if initialization is completed.

(CP)

9.2.1 EtherC Mode 384 Bit 1—Duplex Mode (DM)

Register (ECMR) Note added
Note: When internal loopback mode is specified (ILB = 1),
full-duplex transfer (DM = 1) must be used.
The duplex mode information (half-duplex or full-duplex)
detected by the PHY-LSI must be set to the DM bit. If this
setting does not match the duplex mode in the PHY-LSI, the
transfer rate may be degraded or a data collision may occur.

9.2.8 PHY Interface 391 Note added

Status Register (PSR) Note: The LMON bit is cleared to 0 when the LNKSTA pin is
at a high level, and is set to 1 when the pin is at a low level.

9.3.1 Transmission 405 Description amended
4. After waiting for the frame interval time (9.6 us for 10Base
or 0.96 ps for 100Base), the transmitter enters the idle state,
and if there is more transmit data, continues transmitting.

9.5 Usage Notes 416 Section 9.5 added

10.2.2 E-DMAC Transmit 422
Request Register
(EDTRR)

Note added

For details on writing to the register, see section 10.4, Usage
Notes.

10.2.3 E-DMAC Receive 423
Request Register
(EDRRR)

Note added

For details on writing to the register, see section 10.4, Usage
Notes.
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Item Page

Revisions (See Manual for Details)

10.2.6 EtherC/E-DMAC 426,
Status Register (EESR) 427

Bits 26 to 25
Description amended
Bitt 31 30 29 28 27 26 25 24
— — | — | — | — |/7ABT | RABT |RFCOF|
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R RW — RW  RW

Bits 31 to 27—Reserved: These bits are always read as 0. The write value should always read as 0.

Bit 26—Transmit abort detection (TABT): Indicates whether or not a transmit abort was detected.

Bit 26: TABT Description

0 Transmit abort not detected (Initial value)

1 Transmit abort detected

This bit will be set when any one or more of the following bits are set.

EESR bit 12: lllegal Transmit Frame (ITF)
EESR bit 11: Carrier Not Detected (CND)
EESR bit 10: Detect Loss of Carrier (DLC)
EESR hit 9:  Delayed Collision Detect (CD)

Bit 25— Receive abort detected (RABT): Indicates whether or not areceive abort was detected.

Bit 25: RABT Description
0 Receive abort not detected (Initial value)

1 Receive abort detected

This bit will be set when any one or more of the following bits are set.

EESR bit 4: Receive Residual-Bit Frame (RRF)
EESR hit 3: Receive Too-Long Frame (RTLF)
EESR hit 2: Receive Too-Short Frame (RTSF)
EESR bit 1: PHY-LSI Receive Error (PRE)

EESR bit 0: CRC Error on Received Frame (CERF)

Bit 9—Delayed Collision Detect (CD)

Description amended

Bit 9—Delayed Collision Detect (CD): Indicates that adelayed collision has been detected during
frame transmission.

Bit9: CD Description
0 Delayed Collision not detected (Initial value)
1 Delayed Collision detected (interrupt source)

10.2.8 Transmit/Receive 437
Status Copy Enable
Register (TRSCER)

e General description of register modified
e Bits 12 to 8, and 4 to 0 amended to reserved bits.

e Bit 7 Multicast Address Frame Receive (RMAF) Bit Copy
Enable (RMAFCE) added.

10.2.10 Transmit FIFO 440,
Threshold Register 441
(TFTR)

Restriction added
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Item

Page

Revisions (See Manual for Details)

10.3.1 Descriptor List
and Data Buffers

Transmit Descriptor O
(TDO)

Transmit Descriptor 2
(TD2)

Receive Descriptor

Receive Descriptor 2
(RD2)

449

Transmit Descriptor
Notes replaced

Notes: 1. The descriptor start address must be specified to
align with an address boundary corresponding to the
descriptor length specified in the E-DMAC mode register
(EDMR).

2. The transmit buffer start address must be specified to align
with a longword boundary. Note, however, that it must be
aligned with a 16-byte boundary when SDRAM is connected.

Bit 27—Transmit Frame Error (TFE)
Description deleted

Indicates that one or other bit of the transmit frame status
indicated by bits 26 to O is set. ...

» Descriptions of TFS26 to TFS5 replaced

» Description of TFS1 amended

Delayed Collision Detect in Transmission (corresponds to
CD bitin EESR)

Note replaced

Notes replaced

454

Bit 27—Receive Frame Error (RFE)
Description amended

... indicated by bits 26 to 0 is set. Whether or not the multicast
address frame receive information, which is part of the receive
frame status, is copied into this bit is specified by the
transmit/receive status copy enable register.

Description of RFS8 amended

455

Note replaced

10.4 Usage Notes

461

Newly added

11.2.4 DMA Channel
Control Registers 0 and 1
(CHCRO, CHCR1)

Bit 4—Transfer Bus Mode
Bit (TB)

473

Description amended

When 1 (burst mode) is set to bit TB, set 1 (edge detection) to
the DREQ select bit (DS).

11.5 Usage Notes

520to Notes 12, 13, 14, 15, and 16 added

524
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Item Page Revisions (See Manual for Details)

13.2.3 Reset 553, Description amended

Control/Status Register 554 pgTCR s initialized to H'LE by input of a reset signal from the

(RSTCSR) RES pin, but is not initialized by the internal reset signal
generated by overflow of the WDT. It is initialized to H'1E in
standby mode, and in clock pause mode.

13.4.4 System Reset 561 Figure 13.9 amended

with WDTOVF This LSI

Figure 13.9 Example of

Circuit for System Reset Reset input RES

with WDTOVF Signal
Reset signal to
entire system WDTOVF

13.4.6 Internal Reset by Section 13.4.6 added

Watchdog Timer (WDT) in

Sleep Mode

14.2.6 Serial Control 574 Bit 6—Receive Interrupt Enable (RIE)

Register (SCSCR) Description amended
Bit 6—Receive Interrupt Enable (RIE): Enables or disables
generation of receive-FIFO-data full interrupt (RXI), receive-
error interrupt (ERI), and break interrupt (BRI) requests when,
after serial receive data is transferred from the receive shift
register (SCRSR) to the receive FIFO data register
(SCFRDR), the number of data bytes in SCFRDR reaches or
exceeds the receive trigger set number, and the RDF flag is
setto 1in SC1SSR.

14.2.9 Bit Rate Register 587, Table 14.3 amended

(SCBRR) 588 P (MH2)

Table 14.3 Examples of 12 3 30

Bit Rates and SCBRR ; Error | Error

Settings in Asynchronous in N % in N (%)

Mode {2 212 003 |3 132 0.13
©2 155 016 3 97 -0.35
i2 77 016 | 2 194 0.16
1 155 016 ' 2 97 -0.35
i1 77 016 1 194 0.16
{0 155 016 | 1 97 -035
0 77 016 0 194 0.6
{0 38 016 | 0 97 -035
10 19 23410 48 -035
!0 11 000 !0 29 0.0
{0 9 2340 23 173
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Item Page Revisions (See Manual for Details)

14.2.11 FIFO Data Count 594 Description amended

Register (SCFDR) SCFDR is initialized to H'0000 by a reset, by the module
standby function, and in standby mode.

14.3.2 Operation in 601 Table 14.10 amended

Asynchronous Mode SCSMR Settings Serial Transmit/Receive Format and Frame Length

Transmit/Receive Format CHR PE WP STOP | 1 |23 |4 5|6 7|89 101 12

1 0 0 o | s 7-bit data [sTop

Table 14.10 Serial
Transmit/Receive Formats 1 | s 74bit data [sTop[sToP

(Asynchronous Mode) —
1 0 | s 7-bit data | P JsTor

1 | 's 7-bit data | P [sTopsTOP

14.3.3 Multiprocessor 613 Figure 14.12 amended
Communication Function

Figure 14.12 Sample Yes
Multiprocessor Serial =
Transmission Flowchart ’ Read TEND bitin SCISSR ‘

Figure 14.14 Sample 616 Figure 14.14 (1) amended
Multiprocessor Serial
Reception Flowchart (1) |

BRK ODR OER OFER O
ORER =17

Read receive data from SCFRDR,
and clear RDF flag to 0 in SC1SSR

Read BRK, DR, ER, and FER bits
in SC1SSR, and ORER bit in SC2SSR

BRK ODR OEROFER 0——. Y&s|

14.3.4 Operation in 619 Description amended

Synchronous Mode In synchronous mode, the SCIF receives data in

synchronization with the rising edge of the serial clock.
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14.5 Usage Notes 640 SCIF Initialization Flowchart and Receive-FIFO-Data-Full
Interrupt (RXI) Requests added
17.1.2 H-UDI Block 732 Figure 17.1 amended
Diagram s ¢ ******************************* :
Figure 17.1 H-UDI Block :
|
g :
@ :
o :
|
= i
2 |
[ ]
- |
T ‘
17.1.4 Register 733 Table 17.2 amended
Configuration Access Size
X Register Abbreviation R/W*' Initial Value*?>  Address (Bits)
Table 17'2. Reglster Instruction register ~ SDIR R H'E000 HFFFFFCBO  8/16/32
Configuration Status register SDSR RIW H'0401 HFFFFFCB2  |8/16
Data register H SDDRH RW Undefined H'FFFFFCB4 8/16/32
Data register L SDDRL RW Undefined H'FFFFFCB6 8/16
iDcoderegister  SDIDR  — | HO101000F  — = T
17.3.2 Status Register 737 Bit table amended
(SDSR) Bit 15 14 13 12 1 10 9 8
(=T =-T-T=-T-T-T=-T=
Initial value 0 0 0 0 0 1 0 0
R/W: R R R R R R R
17.3.6 1D Code Register 750 Description amended
(SDIDR) The ID code register (SDIDR) is a 32-bit register. In the
IDCODE mode, SDIDR can output H'0101000F, which is a
fixed code, from TDO.
17.4.1 TAP Controller 751 Description amended

Figure 17.2 TAP
Controller State
Transitions

Figure 17.2 shows the internal states of TAP controller. State
transitions basically conform with the IEEE1149.1 standard.

Figure 17.2 amended

( :)( Test-logic-reset %

Select-IR-scan
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17.5.1 Supported 756 HIGHZ
Instructions Description amended

The instruction code is 0011.

IDCODE
Description amended

The instruction code is 1110.

17.6 Usage Notes 757 Description amended

* The registers are not initialized in standby mode. If TRST is
set to 0 in standby mode, IDCODE mode will be entered.

18.1 Overview 762  Table 18.1 amended
Table 18.1 Multiplex Pins Function 1 [00]" Function 2 [01] Function 3 [10]" Function 4 [11]*
Signal Related Signal Related Signal Related Signal Related

Port Name /0 Module Name /0 Module Name /0 Module Name /0 Module
B PB3 O Port  STCKI | SOl TIOCAO 1O TPUD — -
B PB2 /0 Port STS1 /0 Ssio1 TIOCBO /O TPUO — - —
B PB1 /0 Port STXD1 [e] SIo1 TIOCCO 1/O TPUD — —_ =
B PBO 1/0  Port —_ - - TIOCDO /O TPUO WOL (e] EtherC

21.2 DC Characteristics 794 Table 21.2 amended

Table 21.2 DC Item Symbol Min Typ Max Unit Test Conditions
Characteristics Three-state All I/O and output Irsi — — 1.0 PA V in=05to
leakage pins (off status) Vee—- 0.5V
current Vin=0.5t0
PVcc- 0.5V
Output high Both3.3Vand5V V,, PV, -07 — — V1, =-200 pA
voltage  oiner putput pins V,.-05 — — Vo1, =-200 pA
Ve-10 — — Vo 1, =-1mA
Output low Both3.3Vand5V V. — — 06 Vo1, =16mA
voltage Other output pins — — 04 Voo 1l,=16mA
21.3.1 Clock Timing 797 Table 21.5 amended
Table 21.5 Clock Timing m  Symbol Min | Max __ Unit _Figure
CKPO clock output cycle time tekpeve 32 1000 ns 214
CKPO clock output low-level pulse width tekpoL 11 — ns
CKPO clock output high-level pulse width tckpoH 11 — ns
CKPO clock rise time tekpor — '5) ns
CKPO clock fall time tekpot = 5 ns
Power-on oscillation stabilization time tosci 10 — ms 215
Standby recovery oscillation stabilization toscz 10 — ms 216
time 1
Standby recovery oscillation stabilization toscs 10 — ms 21.7
time 2
PLL synchronization stabilization time teLL 1 — ms 21.8

Figure 21.3 CKIO Clock 798 Figure 21.3 amended
Output Timing (Before) Viy — (After) Vou

Figure 21.4 CKPO Clock 799 Figure 21.4 added
Output Timing
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21.3.3 Bus Timing 805 Conditions amended

Table 21.7 PLL-On Bus Conditions: Vcc = PLLVcc =3.3V £ 5%, PVcc=5.0V +
Timing [Modes 0 and 4] 5%/3.3 V + 5%, PVcc = Vec,

2) Vss = PVss = PLLVss =0V, Ta==51t0 +70°C,

SDRAM bus cycle
Figure 21.40 EDO Read 834 Figure 21.40 amended
Cycle (TRP =1 Cycle,
RCD =1 Cycle, No Wait)

toep1 toED1 toep2
>

i S

CKE

Rev. 2.00, 03/05, page xxi of xxxviii
RENESAS



Item Page Revisions (See Manual for Details)

21.3.3 Bus Timing 819, Figure title amended

Figure 21.25 821,
Synchronous DRAM Write

Bus Cycle (Bank Active, 839,
Same Row Access, 840,
E_xcept tecyeitpeye 1:1) 843,
Figure 21.27

Synchronous DRAM 846,

Continuous Write Cycle  g47,
(Bank Active, Same Row
Access, Except teeyeitpeye 892
1:1) 854
Figure 21.45 Interrupt
Vector Fetch Cycle

(No Wait, Except tecyc:treye
1:1)

Figure 21.46 Interrupt
Vector Fetch Cycle
(External Wait Input,
Except tecyc:tpeye 1:1)
Figure 21.50 FRT
Input/Output Timing
(Except tecycitreye 1:1)
Figure 21.52 FRT Clock
Input Timing (Except

tecye tpeye 1:1)

Figure 21.57 TPU
Input/Output Timing
(Except tecycitreye 1:1)
Figure 21.60 Watchdog
Timer Output Timing
(Except teeyc:treye 1:1)
Figure 21.69 1/O Port
Input/Output Timing
(Except tecycitreye 1:1)
Figure 21.70 MIl
Transmit Timing (Normal
Operation)

Figure 21.71 Ml
Transmit Timing (Case of

Conflict)

21.3.6 Serial 844 Table 21.10 amended
C.ommunlcatlon Interface (Before) tesoye — (After) taaye
Timing

Table 21.10 Serial
Communication Interface
Timing

Rev. 2.00, 03/05, page xxii of xxxviii
RENESAS



Item Page Revisions (See Manual for Details)
21.3.8 Serial I/O Timing 848 Table 21.13 amended
Table 2113 Serial |/O Item Symbol Min Max Unit Figure
Timing SOnSTommoceine M T T moome
21.3.11 Ethernet 853 Table 21.16 amended
Controller Tlmlng Item Symbol Min Typ Max Unit Figure
Table 21.16 Ethernet TX-ClKcycle time t, 4  — - s
Controller Tlmlng RX-CLK cycle time taye 40 — — ns 21.71
21.3.12 STATS,BH,and 856  Table 21.17 amended
BUSH|Z S|gnal T|m|ng Item Symbol Min Typ Max Unit Figure
Table 21 17 STATS W STATS1 and STATSO output delay time tstatd — — 16 ns 21.78
and BUSHiZ Signal
Timing
Figure 21.78 STATS 856 Figure 21.78 and Figure 21.79 amended
Output Timing (Before) G:DMAC -, (After) DMAC
Figure 21.79 BH Output
Timing
A.1 Addresses 859 SICTR2 amended
Register Bit Names
Address Name Bit7 Bit6 Bit5 Bit4 Bit3 Bit 2 Bit1 Bit0 Module
HFFFFFC24 SICTR2  —  — o o o _ sio2
HFFFFFC25 -_— ™ SE DL TIE RIE TE RE
862 SCSMR1 amended
Register Bit Names
Address  Name _Bit7 _ Bit6 __ Bit5 _ Bit4  Bit3 _ Bit2 _Bitl _ Bito  Module
HFFFF FCCO |SCSMR1 C/A CHR/ICK3 | PE/ICK2 O/E/ICK1 STOP/ MP CKS1 CKSO0 SCIF1
ICKO
864 EESR amended
Register Bit Names
Address Name Bit7 Bit 6 Bit5 Bit 4 Bit3 Bit 2 Bit1 Bit 0 Module
weerrrowa EEsR — T o T TABT RABT  RFCOF EDMAC
H'FFFF FD15 — ECI TC TDE TFUF FR RDE RFOF
H'FFFF FD16 — — — ITF CND pLC CcD TRO
H'FFFF FD17 RMAF — — RRF RTLF RTSF PRE CERF
TRSCER amended
Register Bit Names
Address Name Bit7 Bit 6 Bit5 Bit4 Bit3 Bit 2 Bit1 Bit0O Module
HFFFFFDIC TRSCER — - - - _ - Z EDMAC
H'FFFF FD1D — - - — — — - —
H'FFFF FD1E — - - — — — — —
H'FFFF FD1F RMAFCE — — — — — — —
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Al Addresses 865  EDOCR amended
Register Bit Names
Address Name Bit7 Bit6 Bit5 Bit4 Bit3 Bit 2 Bit1l Bit0 Module
HFFFFFD30 EDOCR — - - - — T eomac
H'FFFF FD31 — — — — — — — —
H'FFFF FD32 — — — — — — — —
H'FFFF FD33 — — — — FEC AEC EDH =

869 Register names amended
H'FFFFFE71 (Before) DCDRO — (After) DRCRO
H'FFFFFE72 (Before) DCDR1 - (After) DRCR1
872 BBRC amended

Bit Names
Register
Address | Name __Bit7 _Bit6 _ Bit5 Bit4  Bit3s Btz _ Biti _ BitO _ Module
HFFFFFF48 BBRC ~ — — — — — — XYEC [XYSC uBC
HFFFFFF49 CPC1I  CPCO  IDC1  IDCO  RWCl1 RWCO SZCl  SZCO
876 MCR amended
Register Bit Names
Address 1 Name _ Bit7  Bit6 _ Bit5  Bit4  Bit3 Btz  Bitl1  Bit0  Module
HFFFFFFEC MCR TRPO  RCDO  TRWLO TRASL TRASO BE RASD TRWL1 BSC
HFFFFFFED AMX2 Sz AMX1  AMX0 RFSH RMODE TRP1  RCD1
B.1 Pin States in Reset, 880 Table amended
Power-Down State, and Pin State
Bus-Released State Manual Reset Power-Down State
Power- Standby Standby Bus-
On Bus Bus Mode Mode Sleep Released
Pin Type Pin Name Reset Acquired Released (HIZ=0) (HIZ=1) Mode State
EtherGC  ETXDHWETXDO O O | ° ° o ! o °
ERXDS to ERXDO | | | | | | |
Appendix C Product 881 Table amended
Llneup Operating
Abbreviation Voltage Frequency Mark Code Package
Table Cl SH7615 SH7615 Vee =PLLV, =33V 62.5 MHz HD6417615ARF FP-208C
Product Lineup PV, =5.0V/3.3V HD6417615ARFV  FP-208CV

HD6417615ARBP BP-240A
HD6417615ARBPV  BP-240AV

Appendix D Package 882 Description amended

Dimensions Figure D.1 shows the FP-208C and FP-208CV package
dimensions, and figure D.2 shows the BP-240A and BP-
240AV package dimensions.

Figure D.1 Package 882 Figure D.1 replaced
Dimensions (FP-208C,
FP-208CV)

Figure D.2 Package 883 Figure D.2 added
Dimensions (BP-240A,
BP-240AV)
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Section 1l Overview

11 Featuresof SuperH Microcomputer with On-Chip Ethernet
Controller

The SH7615 is a CM OS single-chip microcomputer that integrates a high-speed CPU core using
an original Renesas Technology architecture with supporting functions required for an Ethernet
system.

The CPU has a RISC (Reduced Instruction Set Computer) type instruction set. The CPU basically
operates at arate of one instruction per cycle, offering a great improvement in instruction
execution speed. In addition, the 32-bit internal architecture provides improved data processing
power, and DSP functions have also been enhanced with the implementation of extended Harvard
architecture DSP data bus functions. With this CPU, it has become possible to assemble low-cost,
high-performance/high-functionality systems even for applications such as realtime control, which
could not previously be handled by microcomputers because of their high-speed processing
requirements. The SH7615 a so includes a maximum 4-kbyte cache, for greater CPU processing
power when accessing external memory.

The SH7615 is equipped with a media access controller (MAC) conforming to the IEEE802.3u
standard, and an Ethernet controller that includes a media independent interface (MI1) standard
unit, enabling 10/100 Mbps LAN connection. Supporting functions necessary for system
configuration are also provided, including RAM, timers, aserial communication interface with
FIFO (SCIF), interrupt controller (INTC), and 1/O ports.
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Tablel.1

ltem

Features

Specifications

CPU

Original Renesas Technology architecture

32-bit internal architecture

General register machine

O Sixteen 32-bit general registers

O Six 32-hit control registers (including 3 added for DSP use)

O Ten 32-bit system registers

RISC (Reduced Instruction Set Computer) type instruction set

O Fixed 16-bit instruction length for improved code efficiency

O Load-store architecture (basic operations are executed between
registers)

O Delayed branch instructions reduce pipeline disruption during
branches

O C-oriented instruction set

Instruction execution time: One instruction per cycle (16.0 ns/instruction at
62.5 MHz operation)

Address space: Architecture supports 4 Gbytes

On-chip multiplier: Multiply operations (32 bits x 32 bits - 64 bits) and
multiply-and-accumulate operations (32 bits x 32 bits + 64 bits - 64 bits)
executed in two to four cycles

Five-stage pipeline
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Item Specifications

DSP « DSP engine
O Multiplier
O Arithmetic logic unit (ALU)
O Shifter
O DSP registers
e Multiplier
O 16 bits x 16 bits — 32 bits
O Single-cycle multiplier
e DSP registers
O Two 40-bit data registers
Six 32-bit data registers
Modulo register (MOD, 32 bits) added to control registers
Repeat counter (RC) added to status register (SR)

O O oo

Repeat start register (RS, 32 bits) and repeat end register (RE, 32 bits)
added to control registers

» DSP data bus
O Extended Harvard architecture
O Simultaneous access to two data buses and one instruction bus
» Parallel processing
0 Maximum of four parallel processes
O ALU operations, multiplication, and two loads or stores
e Address processors
O Two address processors
O Address operations to access two memories
* DSP data addressing modes
O Increment and index
O Each with or without modulo addressing
* Repeat control: Zero-overhead repeat (loop) control
* Instruction set
O 16-bit length (in case of load or store only)
O 32-bit length (including ALU operations and multiplication)

0 Added SuperH microcomputer instructions for accessing DSP
registers

» Fifth and last pipeline stage is DSP stage
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ltem Specifications

Cache .

Mixed instruction/data type cache

Maximum of 4 kbytes

4-way set-associative type

16-byte line length

64 cache tag entries

16-byte write-back buffer

Selection of write-through or write-back mode for data writes

LRU replacement algorithm

Can also be used as 2-kbyte cache and 2-kbyte RAM (2-way cache mode)

Mixed instruction/data cache, instruction cache, or data cache mode can
be set

1-cycle reads, 2-cycle writes (in write-back mode)

Interrupt controller  «
(INTC)

16 priority levels can be set

On-chip supporting module interrupt vector numbers can be set

41 internal interrupt sources

The E-DMAC interrupt (EINT) is input to the INTC as the OR of 22 EtherC
and E-DMAC interrupt sources (max.). Thus, from the viewpoint of the
INTC, there is one EtherC/E-DMAC interrupt source.

Five external interrupt pins (NMI, 1RLO to TRL3)

15 external interrupt sources (encoded input) can also be selected for pins
IRLO to IRL3 (IRL interrupts)

IRL interrupt vector number setting can also be selected (selection of auto
vector or external vector)

Provision for IRQ interrupt setting (low-level, rising-edge, falling-edge,
both-edge detection)
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Item Specifications

User break * Interrupt generation based on independent or sequential conditions for
controller (UBC), channels A, B, C, D

4 channels O Th ial setti ‘A LB D B D
(A, B, C, D) ree sequential setting patterns:A -~ B - C - D,B - C - D,

C-D
Settable break conditions: Address, data (channels C and D only), bus
master (CPU/DMAC), bus cycle (instruction fetch/data access), read/write,
operand cycle (byte/word/longword)
User break interrupt generated on occurrence of break condition
Processing can be stopped before or after instruction execution in
instruction fetch cycle
Break with specification of number of executions (channels C and D only)
Settable number of executions: max. 2'2 — 1 (4095)
PC trace function

Branch source/branch destination can be traced in branch instruction fetch
(max. 8 addresses (4 pairs))

Rev. 2.00, 03/05, page 5 of 884
RENESAS



ltem Specifications

Bus state controller « Address space divided into five areas (CS0 to CS4, max. linear 32 Mbytes
(BSC) each)

O Memory types such as DRAM, synchronous DRAM, burst ROM, can
be specified for each area

0 Two synchronous DRAM spaces (CS2, CS3); CS3 also supports
DRAM

Bus width (8, 16, 32 bits) can be selected for each area
Wait state insertion control for each area

Control signal output for each area

Endian can be set for CS2 and CS4

* Cache

i B

0 Cache area/cache-through area selection by access address
O Selection of write-through or write-back mode

* Refresh functions
O CAS-before-RAS refreshing (auto refreshing) or self-refreshing

O Refresh interval settable by means of refresh counter and clock select
setting

O Concentrated refreshing according to refresh count setting
(1,2,4,6,8)
O Refresh request output possible (REFOUT)
» Direct DRAM interface
O Multiplexed row address/column address output
O Fast page mode burst transfer and continuous access when reading
O EDO mode
O TP cycle generation to secure RAS precharge time
» Direct synchronous DRAM interface
O Multiplexed row address/column address output
O Bank-active mode (valid for CS3 only)

O Selection of burst read/single write mode or burst read/burst write
mode

» Bus arbitration (BRLS, BGR)
* Refresh counter can be used as interval timer

O Interrupt request generated on compare match (CMI interrupt request
signal)
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Item

Specifications

Direct memory
access controller
(DMAC),

2 channels

4-Gbyte address space, maximum 16M (16,777,216) transfers
Selection of 8-bit, 16-bit, 32-bit, or 16-byte transfer data length

Parallel execution of CPU instruction processing and DMA operation
possible in case of cache hit

Selection of dual address or single address mode
O Single address (data transfer rate of one transfer unit in one bus cycle)
O Dual address (data transfer rate of one transfer unit in two bus cycles)

O When synchronous DRAM is connected, 16-byte continuous read —
continuous write transfer is available (dual)

O When synchronous DRAM is connected, single-address transfer is
available in a single clock cycle at maximum 31.25 MHz

Cycle stealing or burst transfer
Relative channel priorities can be set (fixed mode/round robin mode)
DMA transfer is possible for the following devices:

O External memory, on-chip memory, on-chip supporting modules
(excluding DMAC, BSC, UBC, cache, E-DMAC, EtherC)

External requests, DMA transfer requests from on-chip supporting
modules, auto requests

Interrupt request (DEIn) can be issued to CPU at end of data transfer

DACK used for DREQ sampling (however, there is always one overrun as
there is one acceptance before first DACK)

On-chip RAM

4-kbyte X-RAM
4-kbyte Y-RAM

Ethernet controller
direct memory
access controller
(E-DMAC),

2 channels

Transfer possible between EtherC and external memory/on-chip memory
16-byte burst transfer possible

Single address transfer

Chain block transfer

32-bit transfer data width

4-Gbyte address space
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Item

Specifications

Ethernet controller
(EtherC)

MAC (Media Access Control) functions

g
g

O O oo

Data frame assembly/disassembly (IEEE802.3-compliant frames)

CSMA/CD link management (collision avoidance, processing in case
of collision)

CRC processing

Built-in FIFOs (512 bytes each for transmission and reception)
Supports full-duplex transmission/reception

Transmitting and receiving short and long packets

Compatible with MIl (Media Independent Interface) standard

g
g
g
g

Converts 8-bit stream data from MAC level to Ml nibble stream (4 bits)
Station management (STA) functions

18 TTL-level signals

Variable transfer rate: 10/100 Mbps

Magic Packet™™ (with WOL (Wake On LAN) output)

Serial communi-
cation interface
with FIFO (SCIF),
2 channels

Asynchronous mode

O 0O o0oo o

Data length: 7 or 8 bits

Stop bit length: 1 or 2

Parity: Even, odd, or none

Receive error detection: Parity errors, framing errors, overrun errors
Break detection

Synchronous mode

g
g

One serial communication format (8-bit data length)
Receive error detection: Overrun errors

IrDA mode (conforming to IrDA 1.0)

Simultaneous transmission/reception (full-duplex) capability

O

Half-duplex communication used for IrDA communication

Built-in dedicated baud rate generator allows selection of bit rate

Built-in 16-stage transmit and receive FIFOs enable high-speed,
continuous communication

Internal or external (SCK) transmit/receive clock source

Note: * Magic Packet is a registered trademark of Advanced Micro Devices, Inc.
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Item

Specifications

Serial communi-
cation interface
with FIFO (SCIF),
2 channels

Four interrupt sources

0 Transmit FIFO data empty

O Break

0 Receive FIFO data full

O Receive error

Built-in modem control functions (RTS, CTS)

Detection of transmit and receive FIFO register data quantity and number
of receive FIFO register transmit data errors

Timeout error (DR) can be detected during reception

Serial I/0 (SIO),
3 channels

Full-duplex operation (independent transmit and receive registers, and
independent transmit and receive clocks)

Transmit/receive ports with double-buffer structure (enabling continuous
transmission/reception)

Interval transfer mode and continuous transfer mode

Choice of 8- or 16-hit data length

Data transfer communication by means of polling or interrupts
MSB-first transfer between SIO and data I/0

High-performance
user debugging
interface (H-UDI)

Conforms to IEEE1149.1 standard

Five test signals (TCK, TDI, TDO, TMS, TRST)
TAP controller

Instruction register

Data register

O 0Ooood

Bypass register

Test mode that conforms to the IEEE1149.1 standard

0 Standard instructions: BYPASS, SAMPLE/PRELOAD, and EXTEST
0 Optional instructions: CLAMP, HIGHZ, and IDCODE

H-UDI interrupt

O H-UDI interrupt request to INTC

Reset hold
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ltem Specifications

Timer pulse unit e Maximum 8-pulse input/output

(TPU), 3 channels Total of eight timer general registers (TGR) (four for channel 0, two each

for channels 1 and 2)
O Waveform output by compare match: Selection of 0, 1, or toggle output

O Input capture function: Selection of rising-edge, falling-edge, or both-
edge detection

O Counter clear operation: Counter clearing possible by compare match
or input capture

O Synchronous operation: Multiple timer counters (TCNT) can be written
to simultaneously; simultaneous clearing by compare match and input
capture possible; simultaneous register input/output possible by
counter synchronous operation

O PWM mode: Any PWM output duty can be set; maximum 7-phase
PWM output possible by combination with synchronous operation

» Buffer operation settable for channel 0
O Input capture register double-buffering possible
O Automatic rewriting of output compare register possible

» Phase counting mode settable independently for channels 1 and 2
O Two-phase encoder pulse up/down-count possible

e 13 interrupt sources

O For channel 0, four compare match/input capture dual-function
interrupts and one overflow interrupt can be requested independently

O For channels 1 and 2, two compare match/input capture dual-function
interrupts, one overflow interrupt, and one underflow interrupt can be
requested independently
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Item

Specifications

16-bit free-running
timer (FRT),
1 channel

Choice of four counter input clocks
O Three internal clocks (P@/8, P@/32, P@/128)
O External clock (enabling external event counting)

Two independent comparators (allowing generation of two waveform
outputs)

Input capture (choice of rising edge or falling edge)
Counter clear specification

O Counter value can be cleared by compare match A
Four interrupt sources

0 Two compare match sources (OCIA, OCIB)

O One input capture source (ICl)

O One overflow source (OVI)

Watchdog timer
(WDT), 1 channel

Can be switched between watchdog timer mode and interval timer mode

Internal reset, external signal (WDTOVF), or interrupt generated on count
overflow

Used when standby mode is cleared or the clock frequency is changed,
and in clock pause mode

Selection of eight counter input clocks

Clock pulse
generator (CPG)

Built-in clock pulse generator

Selection of crystal or external clock as clock source

Built-in clock-multiplication PLL circuits

Built-in PLL circuit for phase synchronization between external clock and
internal clock

CPU/DSP core clock (l¢), peripheral module clock (P¢), and external
interface clock (Eg) frequencies can be scaled independently
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ltem Specifications

System controller <  Selection of seven operating mode settings, three power-down modes
(SYSC) » Operating modes
0 Control the method of clock generation (PLL ON/OFF) and clock
division ratio
* Power-down mode
O Sleep mode: CPU functions halted
O Standby mode: All functions halted
O Module standby function: Operation of FRT, SCIF, DMAC, UBC, DSP,
TPU, and SIO on-chip supporting modules is halted selectively

I/O ports e 29 input/output ports
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12 Block Diagram
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Figure1l.1 Block Diagram of SH7615
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1.3 Pin Description

131 Pin Arrangement

Figure 1.2 shows the pin arrangement of the HD6417615ARF and HD6417615ARFV, and figure
1.3 shows the pin arrangement of the HD6417615ARBP and HD6417615ARBPV.
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PB4/SRXD1/TXD2 ] 164 97 [ A14
PB3/STCKL/TIOCAO ] 165 96 1 A13
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PA11/SRXD0 ] 173 88 [ A7
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COoL ] 189 72 [— D27
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RX-CLK ] 192 69 [ VSS
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ERXDO ] 194 67 . \VCC
ERXD1 ] 195 66 jmmm \VCC
ERXD2 ] 196 65 [ D23
ERXD3 [ 197 64 [ D22
MDIO ] 198 63 [—1 D21
MDC ] 199 62 [—3 D20
PVCC 200 61 |/ VSS
TX-CLK ] 201 60 =3 VSS
PVSS [ 202 59 [ D19
TX-EN ] 203 58 . VCC
ETXDO ] 204 57 (= D18
ETXD1 ] 205 56 [— D17
ETXD2 ] 206 55 [ D16
ETXD3 ] 207 54 [ D15
TX-ER ] 208 53 [ D14
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damtnorooddNRIRSNRARNARIRERRRBANNINEHBBOTIVRILEIS2RES
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2333 w (o] =
g FFe 2%
< <
& Body size | 28 x 28 (mm)
Height 1.7 (mm)
Pin pitch 0.5 (mm)

Note: * When doing debugging using the E10A emulator, this pin is used for mode switching. It should be connected to Vss
when using the E10A emulator and connected to Vcc when using a normal user system.

Figure 1.2 HD6417615ARF and HD6417615ARFV Pin Arrangement
(FP-208C, FP-208CV)
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Figure 1.3 HD6417615ARBP and HD6417615ARBPV Pin Arrangement

(BP-240A, BP-240AV)
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1.3.2 Pin Functions

Tablel.2 Pin Functions

Type Symbol 11O Name Function
Power Vce Input Power For connection to the power supply.
Connect all Vcc pins to the system power
supply. The chip will not operate if there
are any open pins
Vss Input Ground For connection to ground. Connect all
Vss pins to the system ground. The chip
will not operate if there are any open pins
PVcc Input I/O circuit power Power supply for the 1/O circuits
PVss Input I/O circuit Ground for the I/O circuits
ground
Clock XTAL Output  Crystal input/ For connection to a crystal resonator
EXTAL Input output pin For connection to a crystal resonator, or
used as external clock input pin
CKIO I/0 System clock Used as the external clock input or
input/output internal clock output pin
pin
CKPREQ/  Input Clock pause Used as the clock pause request pin for
CKM request input changing the frequency of the clock input
from the CKIO pin, or halting the clock
CKPACK Output  Clock pause Indicates that the chip is in the clock
acknowledge pause state (standby state) internally
signal
CKPO Output  On-chip Outputs the on-chip peripheral clock (P¢)
peripheral clock
(Pg) output
PLLCAP1 Input PLL capacitance Connects capacitance for operation of
connection pins  PLL circuit 1
PLLCAP2 Input Connects capacitance for operation of
PLL circuit 2
PLLVcc Input PLL power PLL oscillator power supply
PLLVss Input PLL ground PLL oscillator ground
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Type Symbol 11O Name Function
System RES Input Reset When RES = 0 and NMI = 1, the chip
control enters the power-on reset state. When
RES = 0 and NMI = 0, the chip enters the
manual reset state
WDTOVF  Output  Watchdog Counter overflow signal output in
timer overflow watchdog timer mode
BGR Output  Bus grant Indicates that the bus has been released
to an external device. The device that
output the BRLS signal recognizes that
the bus has been acquired when it
receives the BGR signal
BRLS Input Bus release Driven low when an external device
requests release of the bus
Operating MDO to MD4 Input Mode setting The operating mode is specified by the
mode levels at these pins
Interrupts NMI Input Nonmaskable Inputs the nonmaskable interrupt request
interrupt signal
IRL3 to IRLO Input External These pins input maskable interrupt
interrupt request signals
request input
0to3
IVECF Output  Interrupt Indicates an external vector read cycle
vector fetch
cycle
Bus control  BS Output  Bus cycle Signal indicating the start of a bus cycle
start Asserted every data cycle in burst
transfer
CS41t0 CSO Output  Chip select Chip select signals indicating the area
Oto4 being accessed
WAIT Input Wait Wait state request signal
RD Output  Read Strobe signal indicating a read cycle
RAS Output  Row address DRAM/synchronous DRAM RAS signal

strobe

RENESAS
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Type Symbol 11O Name Function
Bus control  CAS Output  Column Synchronous DRAM CAS signal
address strobe
OE Output  Output enable ~ EDO DRAM output enable signal
Used in access in RAS down mode
DQMUU/ Output  Highest byte SRAM/synchronous DRAM highest byte
WE3 access select signal
DQMUL/ Output  Second byte SRAM/synchronous DRAM second byte
WE2 access select signal
DQMLU/ Output  Third byte SRAM/synchronous DRAM third byte
WEH1 access select signal
DQMLL/ Output  Lowest byte SRAM/synchronous DRAM lowest byte
WEO access select signal
CAS3 Output  Column address DRAM highest byte select signal
strobe 3
CAS2 Output  Column address DRAM second byte select signal
strobe 2
CAS1 Output  Column address DRAM third byte select signal
strobe 1
CASO Output  Column address DRAM lowest byte select signal
strobe 0
CKE Output  Clock enable Synchronous DRAM clock enable signal
REFOUT Output  Refresh out Signal requesting refresh execution
when the bus is released
RD/WR Output  Read/write DRAM/synchronous DRAM write signal
BUSHiZ Input Bus high Signal used in combination with WAIT
impedance signal to place bus and strobe signals in
the high-impedance (HiZ) state without
ending the bus cycle
BH Output  Burst hint Asserted at the start of a DMA burst,
negated one bus cycle before the end of
the burst
STATSO, Output  Status CPU, DMAC, and E-DMAC status
STATS1 information
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Type Symbol I/O Name Function
Bus control  A24 to AO Output  Address bus Address output
D31toDO /O Data bus Data input/output
H-UDI TCK Input Test clock Test clock input
TMS Input Test mode Test mode select input signal
select
TDI Input Test data input  Serial data input
TDO Output  Test data output Serial data output
TRST Input Test reset Test reset input signal
ASEMODE*! Input ASE mode input ASE mode/user mode select signal
Ethernet TX-CLK Input Transmitter TX-EN, ETXDO to ETXD3, TX-ER timing
controller clock reference signal
(EtherC) RX-CLK  Input  Receiveclock  RX-DV, ERXDO to ERXD3, RX-ER
timing reference signal
TX-EN Output  Transmit enable Signal indicating that transmit data on
ETXDO to ETXD3 is ready
ETXDO to Output  Transmit data 4-bit transmit data
ETXD3 Oto3
TX-ER Output  Transmit error Signal sending error status to another
port
RX-DV Input Receive data Indicates that enable receive data on
enable ERXDO to ERXD3 exist
ERXDOto  Input Receive data 4-bit receive data
ERXD3 Oto3
RX-ER Input Receive error Reports error state that occurred during
transfer of frame data
CRS Input Carrier sense Carrier detection notification signal
COoL Input Collision Collision detection signal
MDC Output  Management Reference clock signal for information
data clock transfer by MDIO
MDIO 1/0 Management Bidirectional signal for exchanging

data input/output

management information between STA
and PHY

RENESAS
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Type Symbol 11O Name Function
Ethernet LNKSTA Input Link status Link status input from PHY
controller EXOUT Output  General-purpose General-purpose external output pin
(EtherC) external output
WOL Output  Wake on LAN Signal indicating detection of a Magic
Packet
Direct DACKO, Output  DMAC These pins output receiving a DMA
memory DACK1 channel 0, 1 transfer request to an external device
access acknowledge
controller DREQO, Input DMAC Pins that input DMA transfer requests
(DMAC) DREQ1 channel 0, 1 from an external device
request
Serial TXD1, TXD2 Output Transmit data SCIF channel 1 and 2 transmit data
communi- output channel output pins
cation 1,2
interface with RXD1, RXD2 Input Receive data SCIF channel 1 and 2 receive data input
FIFO (SCIF) input channel pins
1,2
SCK1, SCK2 1/0 Serial clock SCIF clock input/output pins
input/output
channel 1, 2
RTS Output  Transmit SCIF channel 1 transmit request output
request pin
CTS Input Transmit enable SCIF channel 1 transmit enable input pin
Timer pulse  TCLKA Input TPU timer clock Pins that input an external clock to the
unit (TPU) TCLKB input A, B, C,D TPU counter
TCLKC
TCLKD
TIOCAO Ife] TPU input Channel 0 input capture input/
TIOCBO capture/output output compare output/PWM output pins
TIOCCO compare
TIOCDO (channel 0)
TIOCA1 Ife] TPU input Channel 1 input capture input/
TIOCB1 capture/output output compare output/PWM output pins
compare
(channel 1)
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Type Symbol I/O Name Function
Timer pulse  TIOCA2 1/O TPU input Channel 2 input capture input/output
unit (TPU) TIOCB2 capture/output compare output/PWM output pins
compare
(channel 2)
16-bit FTCI Input Counter clock FRC counter clock input pin
free-running input
timer (FRT) FTOA Output  Output compare Output compare A output pin
A output
FTOB Output  Output compare Output compare B output pin
B output
FTI Input Input capture Input capture input pin
input
Serial I/10 SRXDO to Input Serial receive Serial receive data input ports
(SlO) SRXD2 data input 0 to 2
SRCKO to Input Serial receive Serial receive clock ports
SRCK2 clock input O to 2
SRSO0 to Input Serial receive Serial receive synchronization input ports
SRS2 synchronization
input O to 2
STXDO to Output  Serial transmit Serial data output ports
STXD2 data O to 2
STCKO to Input Serial transmit Serial transmit clock ports
STCK2 clock input O to 2
STSO to 110 Serial transmit Serial transmit synchronization
STS2 synchronization  input/output ports
input/output 0 to 2
I/O ports PAO to I/0 General port General input/output port pins
PA13*?

Input or output can be specified bit by bit

PBO to PB15 1/O

General port

General input/output port pins
Input or output can be specified bit by bit

Notes: 1.

When carrying out debugging using the E10A emulator, this pin is used for mode
switching. It should be connected to Vss when using the E10A emulator and connected
to Vcc when using a normal user system. When a boundary scan test is performed with
the H-UDI, user mode must be used. A boundary scan test cannot be performed in ASE

mode.

PA3 cannot be used; CKPO is valid instead.

RENESAS
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133

Pin Multiplexing

Table1.3 Pin Multiplexing (1)

BP- FP-

240A/ 208C/

AV cVv Function 1 Function 2 Function 3 Function 4 Type
F4 12 PLLVcc Clocks
El 9 PLLVss

F2 11 PLLCAP1

F1 10 PLLCAP2

H3 19 EXTAL

J1 21 XTAL

K2 23 CKIO

K3 24  CKPREQ/CKM

K4 25 CKPACK 9 pins
D3 8 RES System
G1 13 MD4 control
G2 14 MD3

G3 15 MD2

G4 16 MD1

H1 17 MDO 6 pins
C1l 5 NMI Interrupts
B2 1 IRL3

D2 2 IRL2

BT 3 IRLT

c2 4 IRLO

L3 27 IVECF 6 pins
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BP- FP-

240A/ 208C/

AV Cv Function 1 Function 2 Function 3 Function 4 Type
K18 131 BS Bus control
H16 138 CS4

J19 137 CS3

J18 136 CS2

Jié6 135 CST1

J17 134 CSO

F19 148 BGR

G19 145 BRLS

R17 115 WAIT

L18 128 RD

P19 117 RAS

P18 118 CAS/OE

N19 119 DQMUU/WE3

N18 120 DQMUL/WE2

N17 121 DQMLU/MWET

N16 122 DQMLL/WEO

M19 123 CAS3

M18 124 CAS2

M17 125 CAST

M16 126 CASO

L19 127 CKE

L16 129 REFOUT

K19 133 RD/WR

H17 139 BUSHiZ

H18 140 BH 25 pins

RENESAS
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BP-  FP-
240A/ 208C/

AV CcVv Function 1 Function 2 Function 3 Function 4 Type
T19 111 A24 Address
Ul8 108 A23 bus

V19 107 A22

T18 106 A21

vVig 105 A20

V16 104 Al19

W18 103 A18

vi7 102 Al7

V1i5 100 Al6

uie 98 Al5

W15 97 Al4

uis 96 A13

wi4 95 Al12

vVid 94 All

ui4 93 A10

T14 92 A9

Vi3 90 A8

W12 88 A7

viz 87 A6

Uiz 86 A5

T12 85 A4

W1l 84 A3

Vil 83 A2

Uil 82 Al

T10 80 A0 25 pins
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BP-  FP-
240A/ 208C/
AV Cv Function 1 Function 2 Function 3 Function 4 Type

U9 77 D31 Data bus

w9 75 D30

T8 74 D29

us 73 D28

V8 72 D27

ws 71 D26

u7 70 D25

w7 68 D24

V6 65 D23

W6 64 D22

us 63 D21

u3 62 D20

w4 59 D19

w3 57 D18

V3 56 D17

w2 55 D16

V4 54 D15

V2 53 D14

T2 51 D13

uz2 49 D12

ul 48 D11

R2 47 D10

T1 46 D9

R1 44 D8

R3 43 D7

P2 41 D6

P3 40 D5

P4 39 D4

N1 38 D3

N2 37 D2

N3 36 D1

M1 34 DO 32 pins
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BP-  FP-

240A/ 208C/

AV CcVv Function 1 Function 2 Function 3 Function 4 Type
L1 30 TCK H-UDI
M4 31 T™MS

L2 29 TDI

L4 28 TDO

M3 32  TRST

E2 6 ASEMODE* 6 pins
A5 201 TX-CLK EtherC
A8 192 RX-CLK

A4 203 TX-EN 5V1/0
A2 207 ETXD3 compatibility
B3 206 ETXD2

A3 205 ETXD1

B5 204 ETXDO

B4 208 TX-ER

A9 188 RX-DV

C6 197 ERXD3

D6 196 ERXD2

A7 195 ERXD1

B7 194 ERXDO

B9 187 RX-ER

Cc8 190 CRS

D8 189 COL

A6 199 MDC

B6 198 MDIO 18 pins
G17 143 DACK1 DMAC
G18 144 DACKO

H19 141 DREQ1

G16 142 DREQO 4 pins
Note: * When carrying out debugging using the E10A emulator, this pin is used for mode

switching. It should be connected to Vss when using the E10A emulator (ASE mode).
When using the chip in the normal user system, and not using the E10A emulator (user
mode), connect this pin to Vcc. When a boundary scan test is performed with the H-
UDI, user mode must be used. A boundary scan test cannot be performed in ASE
mode.
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Tablel.3

Pin Multiplexing (2)

SEOA/ ;(I)DSC/ Function 1 Function 2 Function 3 Function 4

AV cv  [o00]* [01]* [101* [11]* Type

D19 151 PB15 SCK1 Port B

E18 152 PB14 RXD1 SCIF, SIO,
TPU

C19 153 PB13 TXD1

C18 154 PBI12 SRCK2 RTS STATS1 5V /O

D18 156 PB1L SRS2 cTS STATSO compatibility

B16 158 PB10 SRXD2 TIOCA1

Al18 159 PB9 STCK2 TIOCB1/TCLKC

B17 160 PBS8 STS2 TIOCA2

Al7 161 PB7 STXD2 TIOCB2/TCLKD

B15 162 PB6 SRCK1 SCK2

Al6 163 PB5 SRS1 RXD2

Cl16 164 PB4 SRXD1 TXD2

Al5 165 PB3 STCK1 TIOCAO

C17 166 PB2 STS1 TIOCBO

Al4 168 PB1 STXD1 TIOCCO/TCLKA

Cl14 170 PBO TIOCDO/TCLKB WOL 16 pins

D14 171 PA13 SRCKO Port A

Al3 172 PAl2 SRS0 SIO, FRT

B13 173 PA1l1l SRXDO

C13 174 PA10 STCKO 5V /O

Al2 175 PA9 STSO compatibility

B12 176 PAS8 STXDO

C12 177 WDTOVF PA7

D12 178 PA6 FTCI

B1l 180 PA5 FTI

Cl1 182 PA4 FTOA

B10 183 CKPO FTOB

C10 184 PA2 LNKSTA

A10 185 PAl EXOUT

C9 186 PAO 14 pins
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Note: * Figures in square brackets indicate the settings of the mode bits (MDO, MD1) in the
PFC in order to select the multiplex functions in port A [0:13] and port B [0:15].

WDTOVF: In a reset, this pin becomes an output pin.

When used for general input/output, attention must be paid to
the polarity of this pin.

14 Processing States
State Transitions: The CPU has five processing states: the reset state, exception handling state,

bus-released state, program execution state, and power-down state. Figure 1.4 shows the state
transitions.

From any state when
RES =0and NMI =1

From any state when
RES =0 and NMI =0

Interrupt or DMA
address error.

NMI interrupt

Bus request
cleared

Bus
request

Bus-released state  (_ Exception End Of.
N N exception

handling
Bus request
cleared CKPREQ = 1*

Bus request
received

Program execution state

Bus request
cleared

Bus request
received

SLEEP
instruction
(SBY =0)

MSTP MSTP
bit bit set
cleared

instruction

Sleep mode

Power-down state

Note: * clock pause function

Figure1.4 Processing State Transitions
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¢ Reseat State

In this state, the CPU isreset. The reset state is entered when the RES pin goes low. The
power-on reset state is entered if the NMI pin is high, and the manual reset state is entered if
the NMI pinislow.

e Exception Handling State
The exception handling state is atransient state that occurs when the CPU alters the normal
programming flow dues to a reset, interrupt, or other exception handling source.
In the case of areset, the CPU fetches the execution start address asthe initial value of the
program counter (PC) from the exception vector table, and the initial value of the stack pointer
(SP), stores these values, branches to the start address, and begins program execution at that
address.
In the case of an interrupt, etc., the CPU references the SP and saves the PC and status register
(SR) in the stack area. It fetches the start address of the exception service routine from the
exception vector table, branches to that address, and begins program execution.

Subsequently, the processing state is the program execution state.

* Program Execution State
In the program execution state the CPU executes program instructions in normal sequence.

* Power-Down State

In the power-down state the CPU stops operating to conserve power. The power-down state is
entered by executing a SLEEP instruction. The power-down state includes two modes—sleep
mode and standby mode—and a module standby function.

* Bus-Released State

1. Inthe bus-released state, the CPU releases the bus to a device that has requested it.

2. Bus-released state during manual reset signal assertion
While the manual reset signal is being asserted (RES = low and NMI = low), no arbitration
request (BRLS input) is accepted. If the BRLS signal continuesto be asserted, thisLS
remainsin the bus-released state (asserts the BGR signal).
When the BRLS signal is negated in the bus-released state during manual reset signal
assertion, this LSl starts using the bus (negates the BGR signal).

Power-Down State: In addition to the normal program execution state, another CPU processing
state called the power-down state is provided. In this state, CPU operation is halted and power
consumption is reduced. The power-down state includes two modes—sleep mode and standby
mode—and a module standby function.
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Sleep Mode

A transition to sleep mode is made if the SLEEP instruction is executed while the standby bit
(SBY) iscleared to 0 in standby control register 1 (SBY CR1). In sleep mode CPU operations
stop but datain the CPU’s internal registers and in on-chip cache memory and on-chip RAM is
retained. The functions of the on-chip supporting modules do not stop.

Standby Mode

A transition to standby mode is made if the SLEEP instruction is executed while SBY is set to
1in SBY CRL. In standby mode the CPU, the on-chip modules, and the oscillator all stop.
When entering standby mode, the DMAC's DMA master enable bit should be cleared to 0.
Also, the cache should be turned off before entering this mode. The contents of the cache and
on-chip RAM are not retained in this mode.

Standby mode is exited by means of areset or an external NMI interrupt. When standby mode
is exited, the normal program execution state is entered via the exception handling state after
the elapse of the oscillation settling time.

If atransition is made to standby mode using the clock pause function, it is possible to change
the frequency of the CKIO pininput clock, or to stop the clock itself. When SBY in SBYCR1
isset to 1 and alow level is applied to the CKPREQ/CKM pin, atransition is made to standby
mode and alow level is output from the CKPACK pin. The clock can then be stopped, or its
frequency changed.

On-chip supporting module states and pin states are the same as in the normal standby mode
entered by means of the SLEEP instruction. A transition to the program execution state is
made by applying a high level to the CKPREQ/CKM pin.

In this mode the oscillator is halted, greatly reducing power consumption.

Module Standby Function

A module standby function is provided for the following on-chip supporting modules: the
direct memory access controller (DMAC), DSP, 16-bit free-running timer (FRT), serid
communication interface with FIFO (SCIF), serial 1/O (SIO), user break controller (UBC), and
timer pulse unit (TPU). A module standby function is not supported for the Ethernet controller
(EtherC) or the Ethernet direct memory access controller (E-DMAC).

Setting one of module stop bits 11 to 3and 1 (MSTP11to MSTP3, MSTP1) to 1 in the standby
control register (SBY CR1/2) stops the clock supply to the corresponding on-chip supporting
module. Use of this function enables power consumption to be reduced.

The module standby function is cleared by clearing the corresponding MSTP bit to O.

DSP instructions must not be used when the DSP has been placed in the module standby state.
When using the DMAC module standby function, the direct memory access controller’s DMA
master enable bit should be cleared to 0.
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Tablel.4 Power-Down State

State
On-Chip
On-chip Cache or
Entering Supporting CPU On-Chip Exiting
Mode Conditions  Clock CPU Modules Registers RAM Conditions
Sleep Executing Operating  Halted Operating Held Held 1. Interrupt
mode _SLEEP_ 2. DMA address
|nsFruct|on _ error
while SBY bit
is cleared in 3. Power-on reset
SBYCR1 4. Manual reset
Standby  Executing Halted Halted Halted and  Held Undefined 1. NMI interrupt
s *1
mode .SLEEP. initialized 2. Power-on reset
instruction
while SBY 3. Manual reset
bit is set in
SBYCR1
Module  Setting Operating Operating Clock supply Held Held 1. Clearing MSTP
standby  MSTP bit (DsP to specified bit
function corres_ppndlng halted) module 2. Power-on reset
to individual halted,
module module 3. Manual reset
initialized™?

Notes: 1. Depends on individual supporting module or pin.
2. DMAC and DSP registers and specified module interrupt vectors retain their set values.
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Section2 CPU

21 Register Descriptions

The register set consists of sixteen 32-bit general registers, six 32-bit control registers, and ten 32-
bit system registers.

This chip is upwardly compatible with the SH-1 and SH-2 on the object code level. For this
reason, several registers have been added to the previous SuperH microcomputer registers. The
added registers are the three control registers: repeat start register (RS), repeat end register (RE),
and modulo register (MOD), and the six system registers: DSP status register (DSR), and A0, A1,
X0, X1, YO and Y1 among the DSP dataregisters.

The general registers are used in the same manner asthe SH-1 or SH-2 with regard to SuperH
microcomputer-type instructions. With regard to DSP type instructions, they are used as address
and index registers for accessing memory.

211 General Registers

There are 16 general registers (Rn) numbered RO to R15, which are 32 bitsin length. General
registers are used for data processing and address calculation.

With SuperH microcomputer type instructions, RO is also used as an index register. Severa
instructions are limited to use of RO only. R15 is used as the hardware stack pointer (SP). Saving
and recovering the status register (SR) and program counter (PC) in exception processing is
accomplished by referencing the stack using R15.

With DSP type instructions, eight of the 16 general registers are used for the addressing of X and
Y datamemory and data memory (single data) using the | bus.

R4 and R5 are used as an X addressregister (Ax) for X memory accesses, and R8 isused as an X
index register (Ix). R6 and R7 are used asa Y addressregister (Ay) for Y memory accesses, and
R9isused asa index register (Iy). R2, R3, R4, and R5 are used as a single data address register
(As) for accessing single data using the | bus, and R8 is used as a single dataindex register (1s).

DSP type instructions can simultaneously access X and Y data memory. There are two groups of
address pointers for designating X and Y data memory addresses.

Figure 2.1 shows the general registers.
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31 0
RO*1

R1

R2, [As]"3
R3, [As]™3
R4, [As, AX]"3
R5, [As, AX]"3
R6, [Ay]'3
R7, [Ay]'3
RS, [Ix, Is]"3
R9, [ly]'3
R10

R11

R12

R13

R14

R15, SP *2

Notes: 1. RO also functions as an index register in the indirect indexed register
addressing mode and indirect indexed GBR addressing mode. In some
instructions, only the RO functions as a source register or destination register.

2. R15 functions as a hardware stack pointer (SP) during exception processing.
3. Used as memory address registers, memory index registers with DSP type
instructions.

Figure2.1 General Register Configuration

With the assembler, symbol names are used for R2, R3 ... R9. If it iswished to use a name that
makes clear the role of aregister for DSP type instructions, a different register name (alias) can be
used. Thisiswritten in the following manner for the assembler.

I x: . REG (R8)
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ThenameIx isan alias for R8. The other aliases are assigned as follows:

AX0: . REG (R4)
Axl: .REG (R5)
I x: . REG (R8)
Ay0: . REG (R6)
Ayl: .REG (R7)
ly: . REG (R9)
AsO: . REG (R4) defined when analiasisrequired for single data transfer
Asl: . REG (R5) definedwhenanaliasisrequired for single data transfer
As2: . REG (R2) definedwhen analiasisrequired for single data transfer
As3: .REG (R3) definedwhen an dliasisrequired for single data transfer
I's: . REG (R8) defined when an aliasisrequired for single data transfer

212 Control Registers

The six 32-bit control registers consist of the status register (SR), repeat start register (RS), repeat
end register (RE), global base register (GBR), vector base register (VBR), and modulo register
(MOD).

The SR register indicates processing states.

The GBR register functions as a base address for the indirect GBR addressing mode, and is used
for such as on-chip peripheral module register datatransfers.

The VBR register functions as the base address of the exception processing vector area (including
interrupts).

The RS and RE registers are used for program repeat (loop) control. The repeat count is

designated in the SR register repeat counter (RC), the repeat start address in the RS register, and
the repeat end address in the RE register. However, note that the address values stored in the RS
and RE registers are not necessarily always the same as the physical start and end address values

of the repeat.

The MOD register is used for modulo addressing to buffer the repeat data. The modulo addressing
designation is made by DMX or DMY, the modulo end address (ME) is designated in the upper 16
bits of the MOD register, and the modulo start address (MS) is designated in the lower 16 bits.
Note that the DMX and DMY bits cannot simultaneously designate modulo addressing. Modulo
addressing is possible with X and Y datatransfer instructions (MOV X, MOVY). It is not possible
with single datatransfer instructions (MOV'S).
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Figure 2.2 shows the control registers. Table 2.1 indicates the SR register bits.

Status register (SR)
31 2827 161512 11 10 9 8 7 43 210
loooo|] Rc |o000|DMY|[DMX|M[Q[13 12 11 10|RF1 RFO[ S| T]|

Repeat start register (RS)
31 0

| RS |

Repeat end register (RE)
31 0
| RE |

Global base register (GBR)

31 0

| GBR |
Vector base register (VBR)

31 0

| VBR |

Modulo register (MOD)
31 16 15 0

| ME MS |

ME: Modulo end address
MS: Modulo start address

Figure2.2 Control Register Configuration
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Table2.1 SR Register Bits

Bit Name (Abbreviation) Function
27t0 16 Repeat counter (RC) Designate the repeat count (2 to 4095) for repeat
(loop) control

11 Y pointer usage modulo  1: modulo addressing mode becomes valid for Y
addressing designation ~ memory address pointer, Ay (R6, R7)
(DMY)

10 X pointer usage modulo  1: modulo addressing mode becomes valid for X
addressing designation =~ memory address pointer, Ax (R4, R5)
(DMX)

9 M bit Used by the DIVOS/U, DIV1 instructions

8 Q bit Used by the DIVOS/U, DIV1 instructions

7t04 Interrupt request mask (I3 Indicate the receive level of an interrupt request (0 to
to 10) 15)

3to2 Repeat flags (RF1, RFO) Used in zero overhead repeat (loop) control. Set as

below for an SETRC instruction

For 1 step repeat 00 RE — RS = -4
For 2 step repeat 01 RE — RS = -2
For 3 step repeat 11 RE— RS =0
For 4 steps or more 10 RE— RS >0

1 Saturation arithmetic bit  Used with MAC instructions and DSP instructions
S 1: Designates saturation arithmetic (prevents
overflows)
0 T bit For MOVT, CMP/cond, TAS, TST, BT, BT/S, BF,

BF/S, SETT, CLRT and DT instructions,
0: represents false
1: represents true

For ADDV/ADDC, SUBV/SUBC, DIVOU/DIVOS, DIV1,
NEGC, SHAR/SHAL, SHLR/SHLL, ROTR/ROTL and
ROTCR/ROTCL instructions,

1: represents occurrence of carry, borrow, overflow or
underflow

31to 28 0 bit 0: 0 is always read out; write a 0
15to 12
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There are dedicated load/store instructions for accessing the RS, RE and MOD registers. For
example, the RSregister is accessed as follows.

LDC  RmRS; Rm-RS
LDC. L @+, RS; (RM -RS, Rm+4 . Rm
STC RS, Rn; RS- Rn
STC.L RS, @Rn; Rn- 4 - Rn, RS- (Rn)

The following instructions set addresses in the RS, RE registers for zero overhead repeat control:

LDRS @disp,PC; dispx2 + PC-RS
LDRE @disp, PC); dispx2 + PC-RE

The GBR register and VBR register are the same as the previous SuperH microprocessor registers.
An RC counter and four control bits (DMX bit, DMY bit, RF1 bit, RFO bit) have been added to
the SR register. The RS, RE and MOD registers are new registers.

213 System Registers

System registers consist of four 32-bit registers: high and low multiply and accumulate registers
(MACH and MACL), the procedure register (PR), and the program counter (PC). The MACH and
MACL store the results of multiplication or multiply and accumulate operations®. The PR stores
the return address from the subroutine procedure. The PC indicates the address of the program in
execution; it controls the flow of the processing. The PC indicates the fourth byte after the
instruction currently being executed. These registers are the same as those in the SuperH

Mi Croprocessor.

Note: * These are used only when executing an instruction that was supported by SH-1 and
SH-2. They are not used for newly added multiplication instructions (PMULYS).

3l 0 Multiply and accumulate
MACH register high (MACH)
MACL Multiply and accumulate
register low (MACL)
31 0
| PR Procedure register (PR)
31 0
| PC Program counter (PC)

Figure2.3 System Register Configuration

Rev. 2.00, 03/05, page 38 of 884
RENESAS




In addition, among the DSP unit usage registers (DSP registers) described in 2.1.4 DSP Registers,
the DSP status register (DSR) and the five registers AQ, X0, X1, YO and Y1 of the eight data
registers are treated as system registers. Among these, the AQ is a40-bit register, but when datais
output from the AO register, the guard bit section (AOG) is disregarded; when dataiis input to the
AO register, the MSB of the dataiis copied into the guard bit section (A0G).

214 DSP Registers
The DSP unit has eight data registers and one control register as its DSP registers.

The DSP data registers are comprised of the two 40-bit registers AO and A1, and the six 32-bit
registersMO, M1, X0, X1, YO and Y 1. The AO and A1l registers have the 8-bit guard bits AOG and
A1G, respectively.

The DSP data registers are used for the transfer and processing of the DSP data of DSP instruction
operands. There are three types of instructions that access DSP dataregisters: those for DSP data
processing, and those for X or Y datatransfer processing.

The control register isthe 32-bit DSP status register (DSR) that represents operation results. The
DSR register has bits that represent operation results, a signed greater than bit (GT), azero bit (2),
anegative value bit (N), an overflow bit (V), a DSP status bit (DC: DSP condition), and a status
selection bit (CS: condition select) for controlling DC bit setting.

The DC bit represents one status flag and is very similar to the SuperH microprocessor CPU core
T bit. For conditional DSP type instructions, DSP data processing execution is controlled in
accordance with the DC bit. This control is related to execution in the DSP unit only, and only
DSP registers are updated. It bears no relation to address calculation or such SuperH
microprocessor CPU core execution instructions as |oad/store ingtructions. The control bits CS
(bits 2 to 0) designate the status for setting the DC bit.

DSP type instructions are comprised of unconditional DSP type instructions and conditional DSP
typeinstructions. The status and DC hits are updated in unconditional DSP type data processing,
with the exception of the PMULS, MOV X, MOVY and MOV S instructions. Conditional DSP
type instructions are executed according to the status of the DC bit, but regardless of whether or
not they are executed, the DSR register is not updated.

Figure 2.4 shows the DSP registers. The DSR register bit functions are shown in table 2.2.

Rev. 2.00, 03/05, page 39 of 884
RENESAS



39 32 31

AOG

A0

AlG

Al

MO

M1

X0

X1

YO

Y1

8 76 54 3210

DSP data registers

——————————— IGTI ZIN | V| CS[2:0] IDC| DSP status register (DSR)

Figure2.4 DSP Register Configuration
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Table2.2 DSR Regigter Bits

Bit Name (Abbreviation)

Function

31to8 Reserved

0: These bits are always read as 0. The write value
should always be 0.

7 Signed greater than hit
(GT)

Indicates that the operation result is positive
(excepting 0), or that operand 1 is greater than
operand 2

1: Operation result is positive, or operand 1 is greater

6 Zero bit (2)

Indicates that the operation result is zero (0), or that
operand 1 is equal to operand 2

1: Operation result is zero (0), or equivalence

5 Negative bit (N)

Indicates that the operation result is negative, or that
operand 1 is smaller than operand 2

1: Operation result is negative, or operand 1 is
smaller

4 Overflow bit (V)

Indicates that the operation result has overflowed
1: Operation result has overflowed

3to1l Status selection bits (CS)

Designate the mode for selecting the operation result
status set in the DC hit

Do not set either 110 or 111
000: Carry/borrow mode
001: Negative value mode
010: Zero mode

011: Overflow mode

100: Signed greater mode
101: Signed above mode

0 DSP status bit (DC)

Sets the status of the operation result in the mode
designated by the CS bits

0: Designated mode status not realized (unrealized)
1: Designated mode status realized
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2.15 Noteson Guard Bitsand Overflow Treatment

DSP unit data operations are fundamentally performed in 32 bits, but these operations are always
executed with a 40-bit length including the 8-bit guard section. When the guard bit section does
not match the value of the 32-bit section MSB, the operation result istreated as an overflow. In
this case, the N bit indicates the correct status of the operation result regardless of the existence or
not of an overflow. Thisis so even if the destination operand is a 32-bit length register. The 8-bit
section guard bits are always presupposed and each status flag is updated.

When place overflows occur so that the correct result cannot be displayed even when the guard
bits are used, the N flag cannot indicate the correct status.

216 Initial Values of Registers
Table 2.3 lists the values of the registers after reset.

Table2.3 Initial Valuesof Registers

Classification Register Initial Value
General registers RO to R14 Undefined
R15 (SP) Value of the SP in the vector address table
Control registers SR Bits 13 to 10 are 1111 (H'F), the reserved bits, RC,
DMY, and DMX are 0, and other bits are undefined
RS Undefined
RE
GBR Undefined
VBR H'00000000
MOD Undefined
System registers  MACH, MACL, PR Undefined
PC Value of the PC in the vector address table
DSP registers A0, AOG, Al, A1G, MO, Undefined

M1, X0, X1, YO, Y1

DSR H'00000000
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2.2 Data For mats

221 Data Format in Registers

Register operand data size is always longword (32 bits). When loading data from memory into a
register, if the memory operand is a byte (8 bits) or aword (16 bits), it is sign-extended into a
longword, then loaded into the register.

31 0
Longword

Figure2.5 Register Data Format

222 Data Formatsin Memory
These formats are classified into bytes, words, and longwords.

Place byte data in any address, word data from 2n addresses, and longword data from 4n
addresses. An address error will occur if accesses are made from any other boundary. In such
cases, the access results cannot be guaranteed. In particular, the stack areareferred to by the
hardware stack pointer (SP, R15) stores the program counter (PC) and status register (SR) as
longwords, so establish the hardware stack pointer so that a 4n value will always result.

To enable sharing of the processor accessing memory in little-endian mode and memory, the CS2,
4 space (area 2, 4) has afunction that allows access in little-endian mode. The order of byte data
differs between little-endian mode and normal big-endian mode.

Address m + 1 Address m + 3 Address m + 3 Address m + 1

Address m Address m + 2 Address m + 2 Address m
Ta1 l 23 15 l 7 of Ta1 23 l 15 7 l o[
Byte | Byte Byte | Byte Byte | Byte Byte | Byte
Address 2n —p Word Word Word Word -«— Address 2n
Address 4n —p Longword Longword -«— Address 4n
Big endian Little endian

Figure2.6 DataFormatsin Memory
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223 Immediate Data Format
Byte immediate datais placed in an instruction code.

With the MOV, ADD, and CMP/EQ instructions, immediate data is sign-extended and operated in
registers as longword data. Immediate data accessed by the TST, AND, OR, and XOR instructions
is zero-extended and handled as longword data. Consequently, AND instructions with immediate
data always clear the upper 24 bits of the destination register.

Word or longword immediate data is not located in the instruction code; it should be placed ina
memory table. Use an immediate data transfer instruction (MOV) to refer the memory table using
the PC relative addressing mode with displacement.

224 DSP Type Data Formats

This chip has three different types of dataformat that correspond to various instructions. These are
the fixed-point data format, the integer data format, and the logical data format.

The DSP type fixed-point dataformat has a binary point fixed between bits 31 and 30. There are
three types: with guard bits, without guard bits, and multiplication input; each with different valid
bit lengths and value ranges.

The DSP type integer data format has a binary point fixed between bits 16 and 15. There are three
types: with guard bits, without guard bits, and shift amount; each with different valid bit lengths
and value ranges. The shift amount of the arithmetic shift (PSHA) has a 7-bit range and can
express values from —64 to +63, but the actual valid values are from —32 to +32. In the same
manner, the shift amount of the logical shift has a 6-bit range, but the actual valid values are from
—16 to +16.

The DSP type logical dataformat does not have a decimal point.
The dataformat and valid data length are determined by the instructions and DSP registers.

Figure 2.7 shows the three DSP type data formats and binary point positions. The SuperH type
dataformat is also shown for reference.
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DSP fixed decimal

point data
39 32 3130 0
With guard bits | s| | | —28t0 +28 231
7y
3130 0
No guard bits B | -1to+1-2"3
7y
39 31 30 16 15 0
Multiplication input |S | —1to+1-2715
7y
DSP integer data
39 3231 16 15 0
With guard bits |s | | l —223 10 +223 1
i
31 16 15 0
No guard bits | S | | 21510 +2151
A
31 22 16 15 0
Arithmetic shift (PSHA) | |s| | 3210 +32
i
31 21 16 15 0
Logical shift (PSHL) | |s| | -16t0+16
A
39 31 16 15 0
DSP logical data | | | (16 bits)
31 0
SuperH integer (word) | S| —23Lto +2311
(Reference) A
S :Sign bit

A :Binary decimal point
D : Unrelated to processing (ignored)

Figure2.7 DSP Type Data Formats
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225 DSP Type Instructions and Data Formats

The DSP data format and valid data length are determined by DSP type ingtructions and DSP
registers. There are three types of instructions that access DSP data registers, DSP data processing,
X, Y datatransfer processing, and single data transfer processing instructions.

DSP Data Processing: The guard bits (bits 39 to 32) are valid when the AO and A1l registers are
used as source registers in DSP fixed-point data processing. When any registers other than A0, A1
(i.e, MO, M1, X0, X1, YO, Y 1registers) are used as source registers, the sign-extended part of that
register data becomes the bits 39 to 32 data. When the AO and A1l registers are used as destination
registers, the guard bits (bits 39 to 32) are valid. When any registers other than AO, Al are used as
destination registers, bits 39 to 32 of the result data are disregarded.

Processing for DSP integer data is the same as the DSP fixed-point data processing. However, the
lower word (the lower 16 bits, bits 15 to 0) of the source register is disregarded. The lower word
of the destination register is cleared to O.

In DSP logical data processing, the upper word (the upper 16 bits, bits 31 to 16) of the source
register isvalid. The lower word and the guard bits of the AO, Al registers are disregarded. The
upper word of the destination register is valid. The lower word and the guard bits of the AO, Al
registersare cleared to 0.

X, Y Data Transfers: The MOVX.W and MOVY.W instructions access X, Y memory viathe
16-bit X, Y data buses. The data loaded into registers and data stored from registersis always the
upper word (the upper 16 bits, bits 31 to 16).

When loading, the MOV X.W instruction loads X memory, with the X0 and X1 registers as the
destination registers. The MOVY.W instruction loads Y memory, with the YO and Y 1 registers as
the destination registers. Data is stored in the upper word of the register; the lower word is cleared
to 0.

The upper word data of the A0, A1 registers can be stored in X or Y memory with these data
transfer instructions, but storing is not possible from any other registers. The guard bits and the
lower word of the A0, Al registers are disregarded.

Single Data Transfers: The MOVS.W and MOV S.L instructions can access any memory viathe
data bus (CDB). All DSP registers are connected to the CDB bus, and they can become source or
destination registers during data transfers. The two data transfer modes are word and longword.

In word mode, datais loaded to and stored in the upper word of the DSP register, with the
exception of the AOG, A1G registers. In longword mode, data is loaded to and stored in the 32 bits
of the DSP register, with the exception of the AOG, A1G registers. The AOG, A1G registers can be
treated as independent registers during single datatransfers. The load/store data length for the
AOQG, A1G registersis 8 hits.
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If DSP registers are used as source registers in word mode, when data is stored from any registers
other than AOG, A1G, the data in the upper word of the register istransferred. In the case of the
A0, Al registers, the guard bits are disregarded. When the AOG, A1G registers are the source
registers in word mode, only 8 bits of the data are stored from the registers; the upper bits are sign-
extended.

If the DSP registers are used as destination registers in word mode, the load is to the upper word of
the register, with the exception of AOG, A1G. When datais loaded to any register other than AOG,
A1G, the lower word of the register is cleared to 0. In the case of the AO, A1 registers, the data
sign is extended and stored in the guard bits; the lower word is cleared to 0. When the AOG, A1G
registers are the destination registers in word mode, the least significant 8 bits of the dataare
loaded into the registers; the AO, Al registers are not zero cleared but retain their previous values.

If the DSP registers are used as source registers in longword mode, when data is stored from any
registers other than AOG, A1G, the 32 bits (data) of the register are transferred. When the AQ, A1
registers are used as the source registers the guard bits are disregarded. When the AOG, A1G
registers are the source registersin longword mode, only 8 bits of the data are stored from the
registers; the upper bits are sign-extended.

If the DSP registers are used as destination registers in longword mode, the load isto the 32 bits of
the register, with the exception of AOG, A1G. In the case of the A0, Al registers, the datasignis
extended and stored in the guard bits. When the AOG, A1G registers are the destination registersin
longword mode, the least significant 8 bits of the data are loaded into the registers; the AO, Al
registers are not zero cleared but retain their previous values.

Tables 2.4 and 2.5 indicate the register data formats for DSP instructions. Some registers cannot
be accessed by certain ingtructions. For example, the PMUL S instruction can designate the A1
register as a source register but cannot designate A0 as such. Refer to the instruction explanations
for detalls.

Figure 2.8 shows the relationship between the buses and the DSP registers during transfers.
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Table2.4 Source Register Data Formatsfor DSP Instructions

Register Bits

Guard Bits
Register Instruction 39to 32 31to 16 15to 0
AOQ, Al DSP Fixed decimal, 40-bit data
operation PDMSB,
PSHA
Integer 24-bit data —
Logic, PSHL, — 16-bit data
PMULS
Data MOVX.W,
transfer MOVY.W,
MOVS.W
MOVS.L 32-bit data
AO0G, A1G Data MOVS.W Data — —
transfer MOVS.L
X0, X1, YO, DSP Fixed decimal, Sign® 32-bit data
Y1, MO, M1 operation PDMSB,
PSHA
Integer 16-bit data —
Logic, PSHL, —
PMULS
Data MOVS.W
transfer MOVS.L 32-bit data

Note: * The sign is extended and stored in the ALU’s guard bits.
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Table2.5

Destination Register Data Formats for DSP I nstructions

Register Bits

Guard Bits
Register Instruction 39to 32 31to 16 15to 0
A0, A1 DSP Fixed (Sign extend) 40-bit result
operation decimal,
PSHA,
PMULS
Integer, 24-bit result Clearto 0
PDMSB
Logic, PSHL Clearto 0 16-bit result
Data transfer MOVS.W Sign extend 16-bit data
MOVS.L 32-bit data
AO0G, A1G Data transfer MOVS.W Data Not updated Not updated
MOVS.L
X0, X1, YO, DSP Fixed — 32-bit result
Y1, MO, M1 operation decimal,
PSHA,
PMULS
Integer, logic, 16-bit result Clearto O
PDMSB,
PSHL
Data transfer MOVX.W, 16-bit data
MOVY.W,
MOVS.W
MOVS.L 32-bit data

RENESAS
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32 bits

CDB
16 bits
—— XDB
16 bits
y YDB
[7:0] )
8 bits 16 bits 32 bits
MOVS.W,
MOVX.W, 31 16 MOVS.L
MOVS.W, MOVY.W 0
MOVS.L | A0 ;
39 32 — Al i
AOG MO |
A1G M1
DSR > X0 }
7 0 > X1 |
> YO |
> Y1 |

Figure2.8 DSP Register-Bus Relationship during Data Transfers

2.3 CPU Core Instruction Features
The CPU core instructions are RISC type. The characteristics are as follows.
16-Bit Fixed Length: All instructions are 16 bits long, increasing program code efficiency.

Onelnstruction per Cycle: The microprocessor can execute basic instructions in one cycle using
the pipeline system. One state equals 16.0 ns when operating at 62.5 MHz.

Data L ength: Longword is the basic data length for all operations. Memory can be accessed in
bytes, words, or longwords. Byte or word data accessed from memory is sign-extended and
handled as longword data. Immediate data is sign-extended for arithmetic operations or zero-
extended for logic operations. It also is handled as longword data.
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Table2.6 Sign Extension of Word Data

SH7615 CPU Description Example of Conventional CPU
MOV.W  @(disp,PC),R1 Data is sign-extended to 32 ADD.W  #H'1234,R0O
ADD R1,RO bits, and R1 becomes

H'00001234. It is next operated
-------- upon by an ADD instruction
.DATAW H'1234

Note: @(disp, PC) accesses the immediate data.

L oad-Store Architecture: Basic operations are executed between registers. For operations that
involve memory access, data isloaded to the registers and executed (load-store architecture).
However, Instructions such as AND manipulating bits, are executed directly in memory.

Delayed Branches. Such instructions as unconditional branches are delayed branch instructions.
In the case of delayed branch instructions, the branch occurs after execution of the instruction
immediately following the delayed branch instruction (slot instruction). This reduces pipeline
disruption during branching.

The branching operation of the delayed branch occurs after execution of the slot instruction.
However, with the exception of such branch operations as register updating, execution of
instructions is performed with the order of delayed branch instruction, then delayed slot
instruction.

For example, even if the contents of aregister storing a branch destination address are modified by
adelayed dlot, the branch destination address will still be the contents of the register before the
modification.

Table2.7 Delayed Branch Instructions

SH7615 CPU Description Example of Conventional CPU
BRA TRGET Executes an ADD before ADDW R1,RO
ADD R1.RO branching to TRGET BRA TRGET

Multiplication/M ultiply-Accumulate Operation: 16 x 16 — 32 multiplications execute in one
to three cycles, and 16 x 16 + 64 — 64 multiply-accumulate operations execute in two to three
cycles. 32 x 32 - 64 multiplicationsand 32 x 32 + 64 - 64 multiply-accumulate operations
executein two to four cycles.
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T Bit: TheT hit in the status register (SR) changes according to the result of a comparison, and
conditional branches occur in accordance with itstrue or false status. The number of instructions
modifying the T bit is kept to a minimum to improve the processing speed.

Table2.8 T Bit

SH7615 CPU Description Example of Conventional CPU
CMP/GE R1,RO T bitis set when RO = R1. CMP.W R1,RO
BT TRGETO The program branches to TRGETO BGE TRGETO
when RO = R1.
BF TRGET1 The program branches to TRGET1 BLT TRGET1
when RO < R1
ADD #-1,R0 T bit is not changed by ADD. T bit SUB.W #1,R0
CMP/EQ #0,R0 is set when RO = 0. The program BEQ TRGET

branches when RO =0
BT TRGET

Immediate Data: Byte immediate data resides in instruction code. Word or longword immediate
datais not input in instruction codes but is stored in a memory table. An immediate data transfer
instruction (MQOV) accesses the memory table using the PC relative addressing mode with

displacement.

Table2.9 Immediate Data Accessing

Classification SH7615 CPU

Example of Conventional CPU

8-bit immediate MOV #H'12,R0O

MOV.B #H'12,RO

16-bitimmediate = MOV.W @(disp,PC),R0O

.DATAW H'1234

MOV.W  #H'1234,R0

32-bitimmediate MOV.L @(disp,PC),R0

.DATA.L H'12345678

MOV.L #H'12345678,R0

Note: @(disp, PC) accesses the immediate data.
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Absolute Address. When data is accessed by absolute address, the value already in the absolute
addressis placed in the memory table. Loading the immediate data when the instruction is
executed transfers that value to the register and the datais accessed in the indirect register
addressing mode.

Table2.10 Absolute Address Accessing

Classification SH7615 CPU Example of Conventional CPU

Absolute address ~ MOV.L ~ @(disp,PC),R1 MOV.B @H'12345678,R0
MOV.B @R1,RO

.DATA.L H'12345678

16-Bit/32-Bit Displacement: When data is accessed by 16-bit or 32-bit displacement, the pre-
existing displacement valueis placed in the memory table. Loading the immediate data when the
instruction is executed transfers that value to the register and the data is accessed in the indirect
indexed register addressing mode.

Table2.11 Displacement Accessing

Classification SH7615 CPU Example of Conventional CPU
16-bit displacement MOV.W @(disp,PC),R0 MOV.W @(H'1234,R1),R2
MOV.W @(RO,R1),R2

.DATA.W H'1234
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24 Instruction For mats

241 CPU Instruction Addressing M odes

The addressing modes and effective address calculation for instructions executed by the CPU core

arelisted intable 2.12.

Table2.12 CPU Instruction Addressing M odes and Effective Addresses

Addressing Instruction
Mode Format

Effective Addresses Calculation Equation

Direct register Rn
addressing

The effective address is register Rn —
(The operand is the contents of register Rn)

Indirect register @Rn
addressing

The effective address is the content of register ~ Rn
Rn

n n

H
H

Post-increment @Rn+
indirect register
addressing

The effective address is the content of register ~ Rn

Rn. A constant is added to the content of Rn after (After the
the instruction is executed. 1 is added for a byte
operation, 2 for a word operation, and 4 for a
longword operation

instruction
executes)

Byte: Rn+1 - Rn

Word: Rn+2 -~ Rn

Longword: Rn + 4
- Rn

1/2/4

Pre-decrement @-Rn
indirect register
addressing

The effective address is the value obtained by Byte:Rn—-1 - Rn
subtracting a constant from Rn. 1 is subtracted Word: Rn— 2
for a byte operation, 2 for a word operation, and g,

4 for a longword operation

Longword: Rn — 4
- Rn (Instruction
Rn — 1/2/4 executed with Rn
after calculation)
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Instruction

Effective Addresses Calculation

Equation

Addressing

Mode Format
Indirect register @(disp:4,
addressing Rn)

with

displacement

The effective address is Rn plus a 4-bit
displacement (disp). The value of disp is zero-
extended, and remains the same for a byte

operation, is doubled for a word operation, and is

qguadrupled for a longword operation

disp
(zero-extended)

Rn
+ disp x 1/2/4

Byte: Rn + disp
Word: Rn + disp x

Longword: Rn +
disp x 4

Indirect indexed @(RO, Rn) The effective address is the Rn value plus RO

register
addressing

Rn + RO

Indirect GBR @(disp:8,
addressing with GBR)

displacement

The effective address is the GBR value plus an
8-bit displacement (disp). The value of disp is

zero-extended, and remains the same for a byte

operation, is doubled for a word operation, and
is quadrupled for a longword operation

disp
(zero-extended)

GBR
+ disp x 1/2/4

Byte: GBR + disp

Word: GBR + disp
x 2

Longword: GBR +
disp x 4
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Addressing  Instruction

Mode Format Effective Addresses Calculation

Equation

Indirect @(RO, The effective address is the GBR value plus the RO

indexed GBR GBR)
addressing

GBR + RO

GBR + RO

PC relative @(disp:8, The effective address is the PC value plus an

addressing PC) 8-bit displacement (disp). The value of disp is zero-
with extended, is doubled for a word operation, and is
displacement guadrupled for a longword operation. For a longword

operation, the lowest two bits of the PC value are
masked

PC

H'FFFFFFFC

(zero-extended)

disp

(for longword)

PC + disp x 2
or
PC&H'FFFFFFFC
+ disp x 4

Word: PC + disp
x 2

Longword: PC &
H'FFFFFFFC +
dispx 4
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Addressing  Instruction

Mode Format Effective Addresses Calculation Equation
PC relative disp:8 The effective address is the PC value sign-extended PC + disp x 2
addressing with an 8-bit displacement (disp), doubled, and added

to the PC value

disp
(sign-extended)

PC + disp x 2

disp:12 The effective address is the PC value sign-extended PC + disp x 2
with a 12-bit displacement (disp), doubled, and added
to the PC value

disp
(sign-extended)

PC + disp x 2

Rn The effective address is the register PC value plus  PC + Rn
Rn

Immediate #imm:8 The 8-bit immediate data (imm) for the TST, AND, —
addressing OR, and XOR instructions are zero-extended

#imm:8 The 8-bit immediate data (imm) for the MOV, ADD, —
and CMP/EQ instructions are sign-extended

#imm:8 The 8-bit immediate data (imm) for the TRAPA —
instruction is zero-extended and is quadrupled
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24.2 DSP Data Addressing

There are two different kinds of memory accesses with DSP ingtructions. One type is with the X,
Y datatransfer ingtructions (MOVX.W, MOVY .W), and the other iswith the single data transfer
instructions (MOVS.W, MOV S.L). The data addressing differs between these two types of
instructions. Table 2.13 shows a summary of the data transfer instructions.

Table2.13 Overview of Data Transfer I nstructions

X, Y Data Transfer Processing Single Data Transfer Processing

Classification (MOVX.W, MOVY.W) (MOVS.W, MOVS.L)
Address registers Ax: R4, R5; Ay: R6, R7 As: R2, R3, R4, R5
Index registers Ix: R8, ly: R9 Is: R8
Addressing Nop/Inc(+2)/index addition: post-  Nop/Inc(+2,+4)/index addition: post-
update update
— Dec(-2,-4): pre-update
Modulo addressing Possible Not possible
Data bus XDB, YDB CDB
Data length 16 bits (word) 16 bits/32 bits (word/longword)
Bus contention None Yes
Memory X, Y data memory All memory spaces
Source registers Dx, Dy: A0, A1 Ds: AO/A1, MO/M1, X0/X1, YO/Y1,
AO0G, A1G
Destination registers Dx: X0/X1; Dy: YO/Y1 Ds: AO/A1, MO/M1, X0/X1, YO/Y1,
AO0G, A1G

X, Y Data Addressing: Among the DSP ingtructions, the MOV X.W and MOVY .W instructions
can be used to simultaneously access X, Y data memory. The DSP instructions have two address
pointersfor simultaneous accessing of X, Y data memory. Only pointer addressing is possible with
DSP instructions; there is no immediate addressing. The address registers are divided into two; the
R4, R5 registers become the X memory address register (Ax), and the R6, R7 registers become the
Y memory address register (Ay). The following three types of addressing exist with X, Y data
transfer instructions.

1. Non-updated address registers: The Ax, Ay registers are address pointers. They are not
updated.

2. Addindex registers: The Ax, Ay registers are address pointers. The I, ly register values are
added to them, respectively, after the data transfer (post-update).

3. Increment addressregisters: The Ax, Ay registers are address pointers. The value +2 is added
to each of them after the data transfer (post-update).
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Each of the address pointers has an index register. The R8 register becomes the index register (1x)
of the X memory address register (Ax), and the R9 register becomes the index register (ly) of the
Y memory address register (Ay).

The X, Y datatransfer instructions are processed in word lengths. X, Y data memory is accessed
in 16 bits. Thisiswhy the increment processing adds 2 to the address registers. In order to
decrement, set —2 in the index register and designate add index register addressing. During X, Y
data addressing, only bits 1 to 15 of the address pointer are valid. Always write a0 to bit O of the
address pointer and the index register during X, Y data addressing.

Figure 2.9 showsthe X, Y datatransfer addressing. When X memory and Y memory are accessed
using the X, Y bus, the upper word of Ax (R4 or R5) and Ay (R6 or R7) isignored. The result of

@Ay+ and @Ay+ly is stored in the lower word of Ay, and the upper word retains its original
value.

R8][Ix] R4[AX] R9[ly] R6[AyY]

R5[AX] R7[Ay]
+2 (INC) +2 (INC)

+0 (No update) —| +0 (No update) —I

ALU AU*1

Notes: All three addressing methods (increment, index register addition (Ix, ly), and
no update) are post-updating methods. To decrement the address pointer, set
the index register to -2 or —4.
1. Adder added for DSP addressing.

Figure2.9 X,Y Data Transfer Addressing
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Single Data Addressing: Among the DSP ingtructions, the single data transfer instructions
(MOVSW and MOVS.L) are used to either load datainto DSP registers or to store it from them.
With these ingtructions, the registers R2 to R5 are used as address registers (As) for the single data
transfers.

The four following data addressing instructions exist for single data transfer instructions.

1. Non-updated address registers: The As registers are address pointers. They are not updated.

2. Addindex registers. The As registers are address pointers. The Is register values are added to
them after the datatransfer (post-update).

3. Increment addressregisters. The As registers are address pointers. The value +2 or +4 is added
after the data transfer (post-update).

4. Decrement address registers. The As registers are address pointers. The value —2 or —4 is added
(+2 or +4 is subtracted) before the data transfer (pre-update).

The address pointer (As) uses the R8 register as an index register (19).

Figure 2.10 shows the single data transfer addressing.

31 0
R2[As]
R8][ls] R4[As]
—2/-4 (DEC) RS[As]
+2/+4 (INC)
+0 (No update) —|
ALU
31
MAB
—» CAB
0

Note: There are four addressing methods (no update, index register addition (Is),
increment, and decrement). Index register addition and increment are
post-updating methods. Decrement is a pre-updating method.

Figure2.10 Single Data Transfer Addressing
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Modulo Addressing: The chip has a modulo addressing mode, just as other DSPs do. Address
registers are updated in the same manner as with other modes. When the address pointer value
becomes the same as a previously established modulo end address, the address pointer becomes
the modulo start address.

Modulo addressing is valid only with X, Y datatransfer instructions (MOVX.W, MOVY .W).
When the DM X bit of the SR register is set, the X address register enters modulo addressing
mode; when the DMY bit of the SR register is set, the Y address register does so. Modulo
addressing is valid only for either the X or the Y address register; it is not possible to make them
both modulo addressing mode at the sametime. Therefore, do not simultaneously set the DMX
and DMY . If they happen to be set a the same time, only the DMY sideisvalid.

The MOD register is used to designate the start and end addresses of the modulo address areg; it
storesthe MS (modulo start) and ME (modulo end). An example of MOD register (MS, ME)
usage isindicated below.

MOV. L ModAddr , Rn; Rn=MbdEnd, MbdStart

LDC Rn, MOD; ME=MbdEnd, MS=MbdSt art
ModAddr: . DATA.W  nEnd; MbdEnd

.DATA.W nStart; ModSt ar t

ModSt art: . DATA

ModEnd: . DATA

Designate the start and end addressesin MS and ME, and then set the DMX or DMY bit to 1. The
contents of the address register are compared with ME. If they match ME, the start address MSis
stored in the address register. The lower 16 bits of the address register are compared with ME. The
maximum modulo size is 64 kbytes. Thisis sufficient for X, Y data memory accesses. Figure 2.11
shows a block diagram of modulo addressing.
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Instruction (MOVX/MOVY)
31 1615 o DMX DMY

31 1615 O
31 0 R4[AX] R6[AY] 31 0
R8[Ix R5[AX R7[A
| | [AX] CONT [AY] | RO[ly]
13 | | | +2
-] - 15 1" —+0
MS
A
ALU AU
| CMP
| aex | [ mME ] ABy
15 l 1 15 1 15 1
XAB YAB
Figure2.11 Modulo Addressing
An example of modulo addressing is indicated below:
M5=H E008; MeE=H EOOC, R4=H 1000EO00S;
DMX=1; DMY=0; (sets modulo addressing for address register Ax (R4, R5))
The R4 register changes as follows due to the above settings.
R4: H'1000E008
I nc. R4: H 1000EO00A
I nc. R4: H 1000E00C
Inc. R4: H 1000E008 (becomes the modulo start address because the modulo end

address occurred)

Datais placed so that the upper 16 hits of the modulo start and end addresses become identical.

This is so because the modulo start address replaces only the lower 15 bits of the address register,
excepting bit 0.

Note: When using add index with DSP data addressing, there are cases where the value is

exceeded without the address pointer matching the ME. In such cases, the address pointer
does not return to the modulo start address. Bit 0 is disregarded not only for modulo
addressing, but also during X, Y data addressing, so always write 0 to the 0 bits of the
address pointer, index register, MS, and ME.
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DSP Addressing Operation: The DSP addressing operation in the item stage (EX) of the
pipeline, including modulo addressing, is indicated below.

if ( Operation is MOVX. WMOVY.W) {
ABXx=AX; ABy=Ay;

/* menmory access cycle uses ABx and ABy. The addresses to be used
have not been updated */

/* AXx is one of R4,5 */

if ( DW==0 || DMX==1 && DMy==1 )} Ax=Ax+(+2 or R8[Ix} or +0);
/* Inc, | ndex, Not - Update */

else if (!not-update) Ax=nmodul o( Ax, (+2 or R8[IX]) );

/* Ay is one of R6,7 */
if ( DW==0 ) Ay=Ay+(+2 or RO[ly] or +0; /* Inc,|ndex, Not-Update */
else if (! not-update) Ay=nodul o( Ay, (+2 or RO[ly]) );
}
else if ( Operation is MWS Wor MWS. L ) {
if ( Addressing is Nop, Inc, Add-index-reg ) {
MAB=As;

/* menmory access cycle uses MAB. The address to be used has not
been updated */

/* As is one of R2-5 */
As=As+(+2 or +4 or R8[Is] or +0); /* Inc.I|ndex, Not-Update */
else { /* Decrenment, Pre-update */
/* As is one of R2-5 */
As=As+(-2 or -4);
MAB=As;

/* menory access cycle uses MAB. The address to be used has been
updated */

}

/* The value to be added to the address register depends on addressing
oper ati ons.

For exanple, (+2 or R8[I1x] or +0) means that

+2: if operation is increnent
R3[| x}: if operation is add-index-reg
+0: if operation is not-update

*/
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function nmodul o ( AddrReg, Index ) {
if ( AdrReg[15:0]==ME ) AdrReg[ 15: 0] =M5;
el se Adr Reg=Adr Reg+l ndex;
return AddrReg;

2.4.3 Instruction Formatsfor CPU |nstructions

The instruction format of instructions executed by the CPU core and the meanings of the source
and destination operands are indicated below. The meaning of the operand depends on the
instruction code. The symbols are used as follows:

XXXX: Instruction code
mmmm: Source register
nnnn: Destination register
iiii: Immediate data
dddd: Displacement

Table2.14 Instruction Formatsfor CPU Instructions

Destination
Instruction Formats Source Operand Operand Example
0 format — — NOP
15 0
| XXXX  XXXX XXXX  XXXX |
n format — nnnn: Direct MOVT Rn
15 0 register
| xxxx| nnnn | XXXX  XXXX | Control register or nnnn: Direct STS MACH,Rn

system register register

Control register or nnnn: Indirect pre- STC.L SR,@-Rn
system register decrement register

m format nmmm Direct Control registeror LDC Rm,SR

15 0 register system register

| XXXX |mmmm| XXXX  XXXX nmm Indirect post- Control register or LDC.L @Rm+,SR
increment register system register
nmm Indirect — JMP @Rm
register
mmmm PC relative — BRAF Rm
using Rm
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Destination

Instruction Formats Source Operand Operand Example

nm format nmmm Direct nnnn: Direct ADD Rm,Rn
register register

15 mmmm Direct nnnn: Indirect MOV.L Rm,@Rn

| XXXX | nnnn |mmmm| XXXX | register register

nmmm Indirect post- MACH, MACL
increment register

(multiply/

accumulate)

nnnn: Indirect post-
increment register
(multiply/
accumulate)®

MAC.W
@Rm+,@Rn+

nmmm Indirect post- nnnn: Direct
increment register register

MOV.L @Rm+,Rn

mmm Direct nnnn: Indirect pre- MOV.L Rm,@-Rn
register decrement register

nmmm Direct nnnn: Indirect MOV.L

register indexed register Rm,@(RO,Rn)

mmmdddd: indirect RO (Direct register)

register with
displacement

MOV.B
@(disp,Rm),R0

RO (Direct register) nnnndddd: Indirect MOV.B

register with
displacement

RO,@(disp,Rn)

md format
15 0
| XXXX  XXXX |mmmm| dddd |
nd4 format
15 0
| XXXX  XXXX | nnnn | dddd |
nmd format
15 0

| XXXX | nnnn|mmmm| dddd |

nmmm Direct
register register with

displacement

nnnndddd: Indirect MOV.L

Rm,@(disp,Rn)

mmmdddd: Indirect nnnn: Direct
register with register
displacement

MOV.L
@(disp,Rm),Rn
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Instruction Formats

Destination

Source Operand Operand

Example

d format
15

0

XXXX  XxxX | dddd dddd|

dddddddd: Indirect RO (Direct register) MOV.L

GBR with
displacement

@(disp,GBR),R0

RO(Direct register) dddddddd: Indirect MOV.L

GBR with
displacement

RO,@(disp,GBR)

dddddddd: PC
relative with
displacement

RO (Direct register)

MOVA
@(disp,PC),R0

dddddddd: PC — BF label
relative
d12 format dddddddddddd: — BRA label
15 o  PCrelative (label=disp+PC)
| %0 | dddd dddd  dddd |
nd8 format dddddddd: PC nnnn: Direct MOV.L
15 0 relative with register @(disp,PC),Rn
displacement
| xox | nnnn | dddd  dddd |
i format Piiiiiii: Indirect indexed AND.B
Immediate GBR #imm,@(RO,GBR)
15 0 piiiiiii: RO (Direct register) AND #imm,R0
| XXXX  XXXX | Piiii diii | Immediate
piiiiiii: — TRAPA #imm
Immediate
ni format Piiiiiii: nnnn: Direct ADD #imm,Rn
15 0 Immediate register

|xxxx | nnnn| Piii

Note: *
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244 Instruction Formatsfor DSP I nstructions

New instructions have been added for digital signal processing. The new instructions are divided
into the two following types.

1. Memory and DSP register double, single datatransfer instructions (16-bit length)
2. Pardlel processing instructions processed by the DSP unit (32-bit length)

Figure 2.12 shows each of the instruction formats.

15 0
CPU core 0000
instructions to
1110
15 10 9 0
Double data | | - |
transfer instructions 111100 A field
) 15 109 0
Single data -
transfer instructions | 111101 | A field |
) 31 26 25 16 15 0
Parallel processing - .
instructions | 111110 | A field | B field

Figure2.12 Instruction Formatsfor DSP Instructions

Double, Single Data Transfer Instructions: Table 2.15 indicates the data formats for double data
transfer instructions, and table 2.16 indicates the data formats for single data transfer instructions.
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Table2.15

Instruction Formatsfor Double Data Transfers

Category Mnemonic 15 ‘ 14 ‘ 13 ‘ 12 ‘ 11 ‘ 10 8
X memory NOPX 1 1 1 1 0 0
data transfers MOVX. W @, Dx Ax
MOVX. W @\x+, Dx
MOVX. W @+l x, Dx
MOVX. W Da, @\x
MOVX. W Da, @\x+
MOVX. W Da, @\x+l x
Y memory NOPY 1 1 1 1 0 0 0
data transfers MOWY. W @y, Dy Ay
MOVY. W  @\y+, Dy
MOVY. W  @\y+ly, Dy
MOVY. W Da, @y
MOVY. W Da, @\y+
MOVY. W Da, @y+ly
Category Mnemonic 6 4 3 2 1 0
X memory NOPX 0 0 0
data transfers MOVX. W @, Dx Dx 0 1
MOVX. W @\x+, Dx 1 0
MOVX. W @x+l x, Dx 1 1
MOVX. W Da, @\x Da 1 0 1
MOVX. W Da, @+ 1 0
MOVX. W Da, @\x+| x 1 1
Y memory NOPY 0 0 0
data transfers MOVY. W @y, Dy Dy 0 1
MOVY. W  @\y+, Dy 1 0
MOVY. W @\y+ly, Dy 1 1
MOVY. W Da, @y Da 1 0 1
MOVY. W Da, @+ 1 0
MOVY. W Da, @y+ly 1 1

Ax: 0=R4, 1=R5 Ay: 0=R6, 1=R7 Dx: 0=X0, 1=X1 Dy: 0=YO0, 1=Y1 Da: 0=A0, 1=A1
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Table2.16 Instruction Formatsfor Single Data Transfers

Category Mnemonic 15 ‘ 14 ‘ 13 ‘ 12 ‘ 11 ‘ 10 9 8
Single data MOVS. W  @-As, Ds 1 1 1 1 0 1 As
transfer MOVS. W  @As, Ds 0: R4

MOVS. W  @As+, Ds 1: R5
MWVS. W @As+l s, Ds 2: R2
MOVS. W Ds, @ As 3:R3
MOVS. W Ds, @\s
MOVS. W Ds, @As+
MOVS. W Ds, @As+l s
MOVS. L  @-As, Ds
MOVS. L  @\s, Ds
MOVS. L  @As+, Ds
MOVS. L @\s+ls, Ds
MOVS. L Ds, @ As
MOVS. L  Ds, @s
MOVS. L  Ds, @As+
MOVS. L Ds, @As+l s
Category Mnemonic 7 ‘ 6 ‘ 5 ’ 4 3 2
Single data MWVS. W @As, Ds Ds 0: (*) 0 0 0
transfer MOVS. W  @As, Ds 1:(*) 0 1
MOVS. W  @As+, Ds 2: (%) 1 0
MOVS. W @As+l s, Ds 3: (%) 1 1
MOVS. W Ds, @ As 4: (%) 0 0 1
MOVS. W Ds, @As 5: A1 0 1
MOVS. W Ds, @As+ 6: (*) 1 0
MOVS. W Ds, @As+l s 7: AO 1 1
MOVS. L  @-As, Ds 8: X0 0 0 1 0
MOVS. L  @\s, Ds 9: X1 0 1
MOVS. L  @As+, Ds A: YO 1 0
MWVS.L @\s+ls, Ds B: Y1 1 1
MOVS. L Ds, @ As C: MO 0 0 1
MOVS. L Ds, @s D: A1G 0 1
MOVS. L  Ds, @As+ E: M1 1 0
MOVS. L Ds, @As+l s F: AOG 1 1

Note: * System reserved code

RENESAS
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Paralle Processing Instructions. The parallel processing instructions allow for more efficient
execution of digital signal processing using the DSP unit. They are 32 bitsin length, allowing
simultaneously in parallel four processes, ALU operations, multiplications or two data transfers.

The parallel processing instructions are divided into A fields and B fields. The A field defines data
transfer instructions; the B field defines ALU operation instructions and multiplication
instructions. These instructions can be defined independently, the processes can be independent,
and furthermore, they can be executed simultaneously in parallel. Table 2.17 indicates the A field
parallel datatransfer instructions, and table 2.18 indicates the B field ALU operation instructions
and multiplication instructions. A fields ingtruction is the same as double datatransfersin table
2.15.

Table2.17 A Fidld Paralld Data Transfer Instructions

Category Mnemonic 31 ] 30 ‘ 29 ‘ 28 \ 27 ] 26 | 25 | 24 | 23
X memory NOPX 1 1 1 1 1 0 0 0
dataf MOVX. W @, Dx Ax Dx
transfers NOVX, W @\X"’, Dx

MOVX. W @+ x, Dx
MOVX. W Da, @x Da
MOVX. W  Da, @x+
MOVX. W  Da, @x+l x
Y memory NOPY 0
?rzt:sfers MOVY. W @y, Dy AY
MOVY. W @\y+, Dy
MOVY. W @\y+y, Dy
MOVY. W Da, @y
MOVY. W Da, @y+
MOVY. W Da, @\y+ly
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Category Mnemonic 22 | 21| 20 | 19 | 18 | 17 | 16 15to 0
X memory NOPX 0 B field
data f MOVX. W @, Dx 0 1
transfers — Ivovx. w - @+, Dx 1 0

MOVX. W @\x+l x, Dx 1 1

MOVX. W Da, @\x 1 0 1

MOVX. W Da, @\x+ 1 0

MOVX. W Da, @+l x 1 1
Y memory NOPY 0 0 0 B field
data NOVY
transfers W@y, Dy Dy 0 1

MOVY. W  @vy+, Dy 1 0

MOVY. W @vy+ly, Dy 1 1

MOVY. W  Da, @y Da 1 0 1

MOVY. W  Da, @y + 1 0

MOVY. W Da, @y+ly 1 1

Ax: 0=R4, 1=R5 Ay: 0=R6, 1=R7 Dx: 0=X0, 1=X1 Dy: 0=Y0, 1=Y1 Da: 0=A0, 1=Al

RENESAS
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Table2.18 B Fidd ALU Operation Instructions, Multiplication Instructions

Category Mnemonic 31-27] 26 | 25-16 [1514 13[12l11]10] o] 8] 7] 6] 5[4 [3]2]1] 0
) PSHL #imm, Dz 1 0 Afield |0 0 0(|0|0| -16<Imm<+16 Dz
Imm. shift | pSpHA #imm, Dz 00 0|1|0] —32<Imm<+32
00O 1
Reserved —
001
s PMULS Se, Sf, Dg 01 00| se Sf Sx Sy | Dg | Du
x L _________ o ____
operand Reserved 01 0 1{0:X0 [0:YO [0:XO|0:YO |0:MO|0:X0
parallel 1:X1 [ 1:Y1 [1:X1| 1:Y1|1:M1|1:YO
instruction [~ "pSUB Sx, Sy, Du 0 1 1 0/2:Y0O|2:X0 |2:A0|2:MO|2:A0|2:A0
| PMuULsse, stbg (| 3:Al | 3:A1 |3:A1|3:M1|3:A1(3:AL
PADD Sx, Sy, Du 0111
_PMULS Se, st Dg_ _
Three Reserved 10/00/0010 0 Dz
01
operand F—-—-——-——-————-——-—— ———=—=
instructions| _ PSUBC Sx, Sy, Dz_ _ ___Jto0 0: (*1)
| _PADDC Sx, Sy, Dz_ _ ___Jr1 1 (*1)
| __PCMPSx, Sy __ ___40.0j01 2: (*9)
_____ Reserved ___101 3:(*Y
_____ Reserved __ __ ___J1o0 4: (*1)
_____ Reserved = _ S 5: Al
| ___PABSSx,Dz ___ ___J00/10 6: (*1)
PRND Sx, Dz 01 7: A0
| ___PABSSy, Dz __ ___Jto0 8: X0
| ___PRNDSy,Dz ___ ___J%1 S 9: X1
0 0|11 A:YO
01 B:Y1
10 :
Reserved C: MO
11 D: (*1)
E: M1
F: (*1)
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Category Mnemonic 31-27] 26 | 25-16 [1514 131211 10 9 | 8 |7[6] 54 [3]2]1]0
Conditional |_(f6) PSHLSX, Sy, Dz | 1 0 Afield | |0 0/0 0 | ifcc
three | (if cc) PSHA Sx, Sy, Dz ___Jo1
operand | (if cc) PSUB Sx, Sy, Dz ___J10
instructions | (if cc) PADD Sx, Sy, Dz 11 o1:
_____ Reserved ___ _ ___]0_0j0 1 |Uncon-
(if cc) PAND Sx, Sy, Dz 01 dition
(if cc) PXOR Sx, Sy, bz ___J1o0
(if cc) POR Sx, Sy, Dz 11
" (if cc) PDEC Sx, Dz “""7o o[1 o |10DCT
| (ifcc) PINC Sx, Dz o1
| (if cc) PDEC Sy, Dz 10
| (fcc) PINC'SY, Dz 1 '
" (fcc) PCLRDz “T770 o[z 1 |APCF
" (if cc) PDMSB Sx, Dz o1
| ___Reserved ____ ___Jio
| (if cc) PDMSB Sy, Dz _ 11
| _(if cc) PNEG Sx, Dz _ 1140010
(if cc) PCOPY Sx, Dz 01
" (if cc) PNEG Sy, Dz 7170
| (if cc) PCOPY Sy, Dz U171
""" Reserved T 0 0
| (if cc) PSTS MACH, Dz ___10.0J1 1| ifec
| (if cc) PSTS MACL, Dz, ___Jo1
(if cc) PLDS Dz, MACH 10
| (if cc) PLDS Dz, MACL N Y
Reserved*? 0 0
0 *
Reserved 1

Notes: 1. System reserved code
2. (if cc): DCT (DC bit true), DCF (DC bit false), or none (unconditional instruction)

25 I nstruction Set

The instructions are divided into three groups: CPU instructions executed by the CPU core, DSP
datatransfer instructions executed by the DSP unit, and DSP operation instructions. There area
number of CPU instructions for supporting the DSP functions. The instruction set is explained
below in terms of each of the three groups.
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251 CPU Instruction Set
Table 2.19 lists the CPU instructions by classification.

Table2.19 Classification of CPU Instructions

Operation No. of
Classification Types Code Function Instructions
Data transfer 5 MOV Data transfer, immediate data transfer, peripheral 39

module data transfer, structure data transfer
MOVA Effective address transfer
MOVT T bit transfer
SWAP Swap of upper and lower bytes

XTRCT  Extraction of the middle of registers connected

Arithmetic 21 ADD Binary addition 33
operations ADDC Binary addition with carry

ADDV Binary addition with overflow

CMP/cond Comparison

DIV1 Division
DIVOS Initialization of signed division
DIVOU Initialization of unsigned division

DMULS  Signed double-length multiplication

DMULU  Unsigned double-length multiplication

DT Decrement and test

EXTS Sign extension

EXTU Zero extension

MAC Multiply/accumulate, double-length
multiply/accumulate operation

MUL Double-length multiply operation

MULS Signed multiplication

MULU Unsigned multiplication

NEG Negation
NEGC Negation with borrow
SUB Binary subtraction

SUBC Binary subtraction with borrow

SUBV Binary subtraction with underflow
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Operation No. of

Classification Types Code Function Instructions
Logic 6 AND Logical AND 14
operations NOT Bit inversion

OR Logical OR

TAS Memory test and bit set

TST Logical AND and T bit set

XOR Exclusive OR
Shift 10 ROTCL  One-bit left rotation with T bit 14

ROTCR  One-bit right rotation with T bit
ROTL One-hit left rotation

ROTR One-bit right rotation

SHAL One-bit arithmetic left shift
SHAR One-bit arithmetic right shift
SHLL One-bit logical left shift
SHLLn n-bit logical left shift

SHLR One-bit logical right shift
SHLRn n-bit logical right shift

Branch 9 BF Conditional branch, conditional branch with delay 11

(Branch when T = 0)

BT Conditional branch, conditional branch with delay
(Branch when T = 1)

BRA Unconditional branch

BRAF Unconditional branch

BSR Branch to subroutine procedure

BSRF Branch to subroutine procedure

JMP Unconditional branch

JSR Branch to subroutine procedure

RTS Return from subroutine procedure
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Operation No. of
Classification Types Code Function Instructions
System 14 CLRMAC MAC register clear 71
control CLRT T bit clear

LDC Load to control register

LDRE Load to repeat end register

LDRS Load to repeat start register

LDS Load to system register

NOP No operation

RTE Return from exception processing

SETRC  Repeat count setting

SETT T bit set

SLEEP Shift into power-down mode

STC Storing control register data

STS Storing system register data

TRAPA  Trap exception handling

Total:65 182
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The instruction codes, operation, and execution states of the CPU instructions are listed by

classification with the formats listed in below.

Execution
Instruction Instruction Code Operation Cycles T Bit
Indicated by mnemonic  Indicated in MSB - Indicates summary of Value when Value of T bit
LSB order operation no wait after
states are  instruction is
inserted**  executed

Explanation of Symbols  Explanation of Symbols

OP.Sz SRC, DEST mmmm: Source register
OFP: Operation code nnnn: Destination register
Sz: Size 0000: RO
SRC: Source 0001: R1
DEST: Destination ...

Rm: Source register 1111: R15

Rn: Destination register iiii. Immediate data

imm: Immediate data dddd: Displacement

disp: Displacement*?

Explanation of Symbols
-, «: Transfer direction
(xx): Memory operand
M/Q/T: Flag bits in the SR
&: Logical AND of each bit
|: Logical OR of each bit

A Exclusive OR of each bit

~: Logical NOT of each bit
<<n: n-bit left shift
>>n: n-bit right shift

Explanation of
Symbols

—: No change

Notes: 1. Instruction execution cycles: The execution cycles shown in the table are minimums.
The actual number of cycles may be increased when (1) contention occurs between
instruction fetches and data access, or (2) when the destination register of the load
instruction (memory - register) and the register used by the next instruction are the

same.

2. Depending on the instruction’s operand size, scaling is x1, x2, or x4, For details, see
the SH-1/SH-2/SH-DSP Programming Manual.
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Table2.20 Data Transfer Instructions

Instruction Instruction Code Operation Cycles  TBit

MOV #i mMm Rn 1110nnnniiiiiiii imm - Sign extension — Rn1 —

MV. W @di sp, PC), Rn  1001nnnndddddddd (disp x 2 + PC) - Sign 1 —
extension - Rn

MWV. L @disp, PC), R 1101nnnndddddddd (disp x4+ PC) -~ Rn 1 —

MoV Rm Rn 0110nnnnnmmm©0011 Rm - Rn 1 —

MOV. B Rm @un 0010nnnNnmMmmMDO00 Rm - (Rn) 1 —

MOV. W Rm @rn 0010nnnnmmMmOD001 Rm - (Rn) 1 —

MOV.L Rm @n 0010nnnnmmmm0010 Rm - (Rn) 1 —

MV. B @Rm Rn 0110nnnnmmmmD000 (Rm) - Sign extension - 1 —
Rn

MOV. W @m Rn 0110nnnnmmmmO001 (Rm) - Sign extension - 1 —
Rn

MOV.L @Rm Rn 0110nnnnmmm0010 (Rm) - Rn 1 —

MWV. B Rm @Rn 0010nnnnmmmmOD100 Rn-1 - Rn, Rm - (Rn) 1 —

MOV. W Rm @-Rn 0010nnnnmmm®D101 Rn-2 - Rn, Rm - (Rn) 1 —

MOV.L Rm @-Rn 0010nnnnmmmMmO110 Rn-4 - Rn, Rm - (Rn) 1 —

MOV. B @m+, Rn 0110nnnnmmmD100 (Rm) - Sign extension —» 1 —
Rn,Rm+1 - Rm

MV. W @Rm#+, Rn 0110nnnnmmmmOD101 (Rm) - Sign extension - 1 —
Rn,Rm+2 -~ Rm

MOV.L @mt+, Rn 0110nnnnmmmO110 (Rm) - Rn,Rm+4 - Rm 1 —

MOV. B RO, @di sp, Rn) 10000000nnnndddd RO - (disp + Rn) 1 —

MOV. W RO, @di sp, Rn) 10000001nnnndddd RO - (disp x 2 + Rn) 1 —

MWV. L Rm @disp, R1) 0001lnnnnmmmmdddd Rm - (disp x 4 + Rn) 1 —

MOV.B @disp, R, R0 10000100nmmmdddd (disp + Rm) - Sign 1 —
extension - RO

MOV. W @disp, Rm), R0 10000101nmmmdddd (disp x 2 + Rm) - Sign 1 —
extension —» RO

MWV.L @disp, R1), R 0101lnnnnmmmmdddd (disp x4 + Rm) - Rn 1 —

MOV. B Rm @ RO, Rn) 0000OnnnNNMMMOD100 Rm - (RO + Rn) 1 —

MOV. W Rm @ RO, Rn) 0000nnnnmMMMO101 Rm - (RO + Rn) 1 —

MOV.L Rm @ RO, Rn) 0000nnnNnMMMO110 Rm - (RO + Rn) 1 —

MOV.B @ RO, Rm, Rn 0000nnnnmMmMML100 (RO + Rm) - Sign 1 —
extension —» Rn

MV. W @ RO, Rm, Rn 000OnnnnmmmM1101 (RO + Rm) — Sign 1 —
extension - Rn
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Instruction Instruction Code Operation Cycles TBit
MV.L @RO, Rm, Rn 0000nnnnmMmMML110 (RO + Rm) - Rn 1 —

MOV. B RO, @di sp, GBR) 11000000dddddddd RO - (disp + GBR) 1 —

MOV. W RO, @di sp, GBR) 11000001dddddddd RO - (disp x 2 + GBR) 1 —

MOV.L RO, @disp, GBBR) 11000010dddddddd RO - (disp x 4 + GBR) 1 —

MOV.B @disp, GBBR), R0 11000100dddddddd (disp + GBR) - Sign 1 —
extension - RO

MOV. W @di sp, GBR), RO 11000101dddddddd (disp x 2 + GBR) - Sign 1 —
extension - RO

MOV.L @disp, GBR), R0 11000110dddddddd (disp x4 + GBR) - RO 1 —

MOWVA @disp,PC),R0 11000111dddddddd disp x4+ PC - RO 1 —

MWVT Rn 0000nnnn00101001 T - Rn 1 —

SWAP. B Rm Rn 0110nnnnmmmi1000 Rm - Swap the bottom 1 —
two bytes — Rn

SWAP. WRm Rn 0110nnnnmMmmml001 Rm - Swap upper and 1 —
lower words - Rn

XTRCT Rm Rn 0010nnnnnmml101 Rm: Middle 32 bits of Rn - 1 —
Rn
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Table2.21 Arithmetic Instructions

Instruction Instruction Code Operation Cycles T Bit
ADD Rm Rn 0011nnnnmmmi100 Rn+Rm - Rn 1 —
ADD #imm Rn Ollinnnniiiiiiil Rn +imm - Rn 1 —
ADDC Rm Rn 0011lnnnnmmmil110 Rn+Rm+T - Rn, 1 Carry
Carry - T
ADDV Rm Rn 001lnnnnnmmmllll Rn + Rm - Rn, 1 Overflow
Overflow - T
CW/ EQ #imm RO 10001000iiiiiiii fRO=imm,1 - T 1 Comparison
result
CW/ EQ Rm Rn 0011nnnnmmm©D000 IfRn=Rm,1 - T 1 Comparison
result
CWP/HS Rm Rn 0011nnnnmmm©D010  If Rn = Rm with unsigned 1 Comparison
data,1 - T result
CW/ GE RmRn 0011nnnnmmm0011  If Rn = Rm with signed 1 Comparison
data,1 - T result
CW/ H RmRn 0011nnnnmmm0110 If Rn > Rm with unsigned 1 Comparison
data,1 - T result
CWP/ GT' Rm Rn 001lnnnnmmm0111  If Rn > Rmwith signed 1 Comparison
data,1 - T result
CWP/PL Rn 0100nnnn00010101 IfRn>0,1-T 1 Comparison
result
CWP/ PZ Rn 0100nnnn00010001 IfRNn=20,1-T 1 Comparison
result
CWP/ STR Rm Rn 0010nnnnmmm100 If Rn and Rm contain 1 Comparison
an identical byte, result
1-T
Dl V1 Rm Rn 0011nnnnmmmmD100  Single-step division 1 Calculation
(Rn/Rm) result
DI VOS Rm Rn 0010nnnnmmmD111 MSBof Rn - Q,MSB 1 Calculation
of Rm - M,M*"Q - T result
DI VOU 0000000000011001 0 - M/QIT 1 0
DMULS. L Rm Rn 0011lnnnnnmmmi101  Signed operation of Rn x 2 to 4* —
Rm - MACH, MACL
32 x32 - 64 bits
DMULU. L Rm Rn 0011nnnnnmm0101  Unsigned operation of 2 to 4* —

Rn x Rm - MACH,
MACL 32 x 32 -
64 bits
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Instruction

Instruction Code

Operation

Cycles

T Bit

DT Rn

0100nnnn00010000

Rn-1 - Rn, when Rn
is0,1 T

When Rn is nonzero,
0-T

Comparison
result

EXTS.B Rm Rn

0110nnnnnmml110

A byte in Rm is sign-
extended - Rn

EXTS. W Rm Rn

0110nnnnmmmmll1ll

A word in Rm is sign-
extended - Rn

EXTU. B Rm Rn

0110nnnnnmml100

A byte in Rm is zero-
extended - Rn

EXTU. W Rm Rn

0110nnnnnmmmill101

A word in Rm is zero-
extended - Rn

MAC. L @Rm+, @GRn+

0000NnnNnnmMMML111

Signed operation of
(Rn) x (Rm) + MAC -
MAC 32 x 32 + 64 -
64 bits

3/(2 to 4)*

MAC. W  @Rm+, @Rn+

0100nnnnmmml11l

Signed operation of
(Rn) x (Rm) + MAC -
MAC 16 x 16 + 64 —
64 bits

3/(2)*

MIL.L RmRn

0000NnNnnmMMMO111

Rn x Rm - MACL,
32 x 32 - 32 bits

2to 4"

MULS. W Rm Rn

0010nnnnnmmmll111

Signed operation of
Rn x Rm - MAC 16 x
16 - 32 bits

1to 3"

MJLU. W Rm Rn

0010nnnnnmmL110

Unsigned operation of
Rn x Rm - MAC 16 x
16 - 32 bits

1to 3"

NEG Rm Rn

0110nnnnmmml0l1l

0-Rm - Rn

NEGC Rm Rn

0110nnnnnmmml010

O0-RmM-T - Rn,
Borrow - T

Borrow

SUB Rm Rn

0011nnnnmmml000

Rn—-Rm - Rn

SUBC Rm Rn

0011nnnnmmml010

Rn—-Rm-T - Rn,
Borrow —» T

Borrow

SUBV Rm Rn

0011nnnnnmmml011

Rn-Rm - Rn,
Underflow - T

Underflow

Note: *

The normal number of execution cycles. The number in parentheses is the number of

execution cycles in the case of contention with preceding or following instructions.
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Table2.22 Logic Operation Instructions

Instruction Instruction Code Operation Cycles T Bit
AND Rm Rn 0010nnnnnmm1 001 Rn & Rm - Rn 1 —
AND #i mm RO 1100100%iiiiiiii RO & imm - RO 1 —
AND. B #imm @RO, GBBR) 1100110%iiiiiiii (RO + GBR) & imm - 3 —
(RO + GBR)
NOT Rm Rn 0110nnnnnmmD111 ~Rm - Rn 1 —
R Rm Rn 0010nnnnmmm1011 Rn|Rm - Rn 1 —
OR #i mm RO 1100102%iiiiiiii RO |imm - RO 1 —
ORB #imm@RO, GBBR) 11001211%iiiiiiii (RO + GBR) | imm - 3 —
(RO + GBR)
TAS. B @rn 0100nnnn00011011 If(Rn)is0,1 - T, 4 Test
1 - MSB of (Rn) result
TST Rm Rn 0010nnnnmMmmMML000 Rn & Rm, if the result 1 Test
is0,1 T result
TST #i mm RO 11001000iiiiiiii RO & imm, if the result 1 Test
is0,1 T result
TST.B #imm @RO, GBBR) 11001100iiiiiiii (RO + GBR) & imm, 3 Test
iftheresultis0,1 - T result
XOR Rm Rn 0010nnnnmmMm010 Rn”~Rm - Rn —
XOR #i mm RO 11001010iiiiiiii RO A imm - RO —
XOR. B #imm @RO, GBBR) 11001110iiiiiiii (RO + GBR) "imm - 3 —
(RO + GBR)
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Table2.23 Shift Instructions

Instruction Instruction Code Operation Cycles T Bit
ROTL Rn 0100nnnn00000100 T « Rn -« MSB 1 MSB
ROTR Rn 0100nnnn00000101 LSB - Rn - T 1 LSB
ROTCL Rn 0100nnnn00100100 T<Rn T 1 MSB
ROTCR Rn 0100nnnn00100101 T-RnN T 1 LSB
SHAL Rn 0100nnnn00100000 T-Rn-0 1 MSB
SHAR Rn 0100nnnn00100001 MSB - Rn - T 1 LSB
SHLL Rn 0100nnnn00000000 T<Rn<~0 1 MSB
SHLR Rn 0100nnnn00000001 0-Rn-T 1 LSB
SHLL2 Rn 0100nnnn00001000 Rn<<2 - Rn 1 —
SHLR2 Rn 0100nnnn00001001 Rn>>2 - Rn 1 —
SHLL8 Rn 0100nnnn00011000 Rn<<8 - Rn 1 —
SHLR8 Rn 0100nnnn00011001 Rn>>8 - Rn 1 —
SHLL16 Rn 0100nnnn00101000 Rn<<16 - Rn 1 —
SHLR16 Rn 0100nnnn00101001 Rn>>16 - Rn 1 —

RENESAS
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Table2.24 Branch Instructions

Instruction Instruction Code Operation Cycles T Bit

BF | abel 10001011dddddddd If T =0, dispx2+ PC - PC, 3/1F —
if T=1, nop

BF/S | abel 10001111dddddddd Delayed branch, if T =0, 2/1* —
dispx2 +PC - PC, if T=1, nop

BT | abel 10001001dddddddd If T =1, dispx2+ PC - PC, 3/17 —
if T=0, nop

BT/S | abel 10001101dddddddd Delayed branch, 2/1% —
ifT=1,dispx2+PC - PC,
if T=0, nop

BRA | abel 1010dddddddddddd Delayed branch, 2 —
dispx2+PC - PC

BRAF Rm 0000mMmMMD0100011 Delayed branch, Rm + PC - PC 2 —

BSR | abel 1011dddddddddddd Delayed branch, PC - PR, 2 —
dispx 2+ PC - PC

BSRF Rm 0000nMMMMD0000011 Delayed branch, 2 —
PC - PR,Rm+PC - PC

JMP @m 0100mmmMD0101011 Delayed branch, Rm - PC 2 —

JSR @m 0100nmMMD0001011 Delayed branch, 2 —
PC - PR,Rm - PC

RTS 0000000000001011 Delayed branch, PR - PC 2 —

Note: * One state when it does not branch.
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Table2.25 System Control Instructions

Instruction Instruction Code Operation Cycles T Bit
CLRVAC 0000000000101000 0O — MACH, MACL 1 —
CLRT 0000000000001000 0T 1 0
LDC Rm SR 0100nmMmMD0001110 Rm - SR 1 LSB
LDC Rm GBR 0100nmMmMD0011110 Rm - GBR 1 —
LDC Rm VBR 01000101110 Rm - VBR 1 —
LDC Rm MOD 0100nmM™D1011110 Rm - MOD 1 —
LDC Rm RE 0100nmMm™D1111110 Rm - RE 1 —
LDC Rm RS 0100nmMmM®D1101110 Rm - RS 1 —
LDC. L @Rm+, SR 0100nmMmMD0000111 (Rm) - SR, Rm+4 - Rm 3 LSB
LDC. L @m+, GBR 01000010111 (Rm) -~ GBR, Rm+4 -~ Rm 3 —
LDC. L @Rmt+, VBR 0100nmMmMD0100111 (Rm) - VBR, Rm+4 - Rm 3 —
LDC. L @rm+, MOD 0100nmMmMD1010111 (Rm) -~ MOD, Rm+4 - Rm 3 —
LDC. L @mt+, RE 0100nmMmM™D1110111 (Rm) - RE, Rm+4 - Rm 3 —
LDC. L @Rm+, RS 0100nmmM®D1100111 (Rm) - RS, Rm+4 - Rm 3 —
LDRE @disp, PC) 10001110dddddddd dispx2+ PC - RE 1 —
LDRS @disp, PC) 10001100dddddddd disp x2 + PC - RS 1 —
LDS Rm MACH 0100mMmmMmMD0001010 Rm - MACH 1 —
LDS Rm MACL 0100nmMmMD0011010 Rm - MACL 1 —
LDS Rm PR 0100nmMm™D0101010 Rm - PR 1 —
LDS Rm DSR 0100nmMmM™D1101010 Rm - DSR 1 —
LDS Rm A0 0100nMmMD1111010 Rm - A0 1 —
LDS Rm X0 0100mMmmMM1L0001010 Rm - X0 1 —
LDS Rm X1 0100nmmMM0011010 Rm - X1 1 —
LDS Rm YO 0100nmmMM0101010 Rm - YO 1 —
LDS Rm Y1 0100nmMmM10111010 Rm - Y1 1 —
LDS. L @m+, MACH 0100mmm©D0000110 (Rm) - MACH, 1 —
Rm+4 - Rm
LDS.L @m+, MVACL 0100mmmD0010110 (Rm) - MACL, 1 —
Rm+4 - Rm
LDS. L @Rm+, PR 0100nmMmMD0100110 (Rm) - PR,Rm+4 - Rm 1 —
LDS. L @m+, DSR 0100nMmMmM™D1100110 (Rm) -~ DSR, Rm+4 - Rm 1 —
LDS. L @Rmt+, AO 0100mmMM®D1110110 (Rm) - A0, Rm+4 - Rm 1 —
LDS. L @Rmt+, X0 0100mMmmMmML0000110 (Rm) —» X0,Rm+4 - Rm 1 —
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Instruction Instruction Code Operation Cycles T Bit
LDS. L @m+, X1 0100mmmML0010110 (Rm) - X1, Rm+4 -~ Rm 1 —
LDS. L @mt, YO 0100mmmML0100110 (Rm) - YO, Rm+4 -~ Rm 1 —
LDS. L @mt, Y1 0100mmmML0110110 (Rm) - Y1,Rm+4 - Rm 1 —
NOP 0000000000001001 No operation 1 —
RTE 0000000000101011 Delayed branch, 4 LSB

stack area - PC/SR
SETRC Rm 0100mmmMD0010100 RE-RS operation result 1 —

(repeat status) -~ RF1, RFO

Rm[11:0] — RC (SR[27:16])
SETRC #i mm 10000010iiiiiiii RE-RS operation result 1 1

(repeat status) — RF1, RFO

imm - RC (SR[23:16]),

0 - SR[27:24]
SETT 0000000000011000 1 - T 1 1
SLEEP 0000000000011011  Sleep 3 —
STC SR, Rn 0000nnNnn00000010 SR - Rn 1 —
STC GBR, Rn 0000nnNnNNn00010010 GBR - Rn 1 —
STC VBR, Rn 0000nnnn00100010 VBR - Rn 1 —
STC MOD, Rn 0000nnnn01010010 MOD - Rn 1 —
STC RE, Rn 0000nnnn01110010 RE - Rn 1 —
STC RS, Rn 0000nnnn01100010 RS - Rn 1 —
STC.L SR @Rn 0100nnnn00000011 Rn-4 - Rn, SR - (Rn) 2 —
STC. L GBR, @-Rn 0100nnnn00010011 Rn-4 - Rn, GBR - (Rn) 2 —
STC.L VBR @Rn 0100nnnn00100011 Rn-4 - Rn, VBR - (Rn) 2 —
STC.L MDD, @Rn 0100nnnn01010011 Rn-4 - Rn, MOD - (Rn) 2 —
STC.L RE, @Rn 0100nnnn01110011 Rn-4 - Rn, RE - (Rn) 2 —
STC.L RS, @Rn 0100nnnn01100011 Rn-4 - Rn, RS - (Rn) 2 —
STS MACH, Rn 0000nnnNnN00001010 MACH - Rn 1 —
STS MACL, Rn 0000nnNnNn00011010 MACL - Rn 1 —
STS PR, Rn 0000nnnn00101010 PR - Rn 1 —
STS DSR, Rn 0000nnnn01101010 DSR - Rn 1 —
STS A0, Rn 0000nnnn01111010 A0 - Rn 1 —
STS X0, Rn 0000nnNnNn10001010 X0 - Rn 1 —
STS X1, Rn 0000nnnn10011010 X1 - Rn 1 —
STS YO, Rn 0000nnnNn10101010 YO - Rn 1 —
STS Y1, Rn 0000nnnNn10111010 Y1 - Rn 1 —
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Instruction Instruction Code Operation Cycles TBit

STS.L MACH, @Rn 0100nnnn00000010 Rn-4 - Rn, MACH - (Rn) 1 —
STS.L MACL, @Rn 0100nnnn00010010 Rn-4 - Rn, MACL - (Rn) 1 —
STS.L PR @Rn 0100nnnn00100010 Rn-4 - Rn, PR - (Rn) 1 —
STS. L DSR, @-Rn 0100nnnn01100010 Rn-4 - Rn, DSR - (Rn) 1 —
STS.L A0, @Rn 0100nnnn01110010 Rn-4 - Rn, A0 - (Rn) 1 —
STS.L X0, @Rn 0100nnnn10000010 Rn-4 - Rn, X0 - (Rn) 1 —
STS.L X1, @Rn 0100nnnn10010010 Rn-4 - Rn, X1 - (Rn) 1 —
STS.L YO0, @Rn 0100nnnn10100010 Rn-4 - Rn, YO - (Rn) 1 —
STS.L VY1l @Rn 0100nnnn10110010 Rn-4 - Rn, Y1 - (Rn) 1 —
TRAPA #i nm 1100002 %iiiiiiii PC/SR - stack area, (imm x4 8 —

+VBR) - PC
Note: * The number of execution cycles before the chip enters sleep mode.

Precautions Concer ning the Number of Instruction Execution Cycles. The execution cycles
listed in the tables are minimum values. In practice, the number of execution cyclesincreases
under such conditions as 1) when the instruction fetch is in contention with a data access, 2) when
the destination register of aload instruction (memory - register) isthe same as the register used
by the next instruction, 3) when the branch destination address of a branch instructionisa4n + 2
address.

CPU Instructions That Support DSP Functions: A number of system control instructions have
been added to the CPU core instructions to support DSP functions. The RS, RE and MOD
registers have been added to support repeat control and modulo addressing, and the repeat counter
(RC) has been added to the status register (SR). The LDC and STC instructions have been added
in order to access the aforementioned. The LDS and ST S instructions have been added in order to
accessthe DSP registers DSR, AQ, X0, X1, YOand Y1.

The SETRC ingtruction has been added to set the repeat counter (RC, bits 27 to 16) and repeat
flags (RF1, RFO, bits 3 and 2) of the SR register. When the SETRC instruction operand is
immediate, the 8-bit immediate dataiis stored in hits 23 to 16 of the SR register and bits 27 to 24
are cleared to 0. When the operand is aregister, bits 11 to 0 (12 bits) of the register are stored in
bits 27 to 16 of the SR register. Additionally, the status of 1 instruction repeat (00), 2 instruction
repeat (01), 3 instruction repeat (11) or 4 ingtruction or greater repeat (10) is set from the RS and
RE set values.

In addition to the LDC instruction, the LDRS and LDRE instructions have been added for
establishing the repeat start and repeat end addresses in the RS and RE registers.

The added instructions are listed in table 2.26.
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Table2.26 Added CPU Instructions

Instruction Code Operation Cycles T Bit
LDC Rm MOD 0100mMmmMm®D1011110 Rm-MOD 1 —
LDC Rm RE 0100mmMmM®D1111110 Rm-RE 1 —
LDC Rm RS 0100mmmD1101110 RmM-RS 1 —
LDC. L @ m+, MOD 0100mMm01010111 (Rm)-MOD,Rm+4-Rm 3 —
LDC. L @m+, RE 0100mmMmOD1110111 (Rm)-RE,Rm+4_-Rm 3 —
LDC. L @mt, RS 0100mmMm01100111 (RmM)-RS,Rm+4-Rm 3 —
STC MOD, Rn 0000nnnn01010010 MOD-RnN 1 —
STC RE, Rn 0000nnnn01110010 RE-Rn 1 —
STC RS, Rn 0000nnNnNn01100010 RS-Rn 1 —
STC. L MOD, @ Rn 0100nnnn01010011 Rn—4-Rn,MOD - (Rn) 2 —
STC. L RE, @ Rn 0100nnnn01110011 Rn—4-Rn,RE-(RnN) 2 —
STC. L RS, @ Rn 0100nnnn01100011 Rn—4-Rn,RS-(Rn) 2 —
LDS Rm DSR 0100mMmmMmMD1101010 Rm-DSR 1 —
LDS. L @m+, DSR 0100mMmmMm®D1100110 (Rm)-DSR,Rm+4-Rm 1 —
LDS Rm A0 0100mmmD1111010 Rm-AO0 1 —
LDS. L @mt, A0 0100mmMmOD1110110 (Rm)-AO0,Rm+4-Rm 1 —
LDS Rm X0 0100mmMm10001010 Rm-X0 1 —
LDS. L @mt, X0 0100mmmL0000110 (Rm)- X0,Rm+4 - Rm 1 —
LDS Rm X1 0100mMmmMm10011010 Rm-X1 1 —
LDS. L @mr, X1 0100mMmmMm10010110 (Rm)-X1,Rm+4-Rm 1 —
LDS Rm YO 0100mmm10101010 Rm-YO 1 —
LDS. L @m+, YO 0100mMmmMm10100110 (Rm)-YO,Rm+4-Rm 1 —
LDS Rm Y1 0100mmMm10111010 Rm-Y1 1 —
LDS. L @mt, Y1 0100mmm0110110 (RmM)-Y1,Rm+4_Rm 1 —
STS DSR, Rn 0000nnnn01101010 DSR-RnN 1 —
STS. L DSR, @ Rn 0100nnnn01100010 Rn—4-Rn,DSR - (RN) 1 —
STS A0, Rn 0000nnNnn01111010 AO-Rn 1 —
STS. L A0, @ Rn 0100nnnn01110010 Rn—4-Rn,A0-(Rn) 1 —
STS X0, Rn 0000nnnn10001010 XO0-Rn 1 —
STS. L X0, @ Rn 0100nnnn10000010 Rn—4-Rn,X0-(RN) 1 —
STS X1, Rn 0000nnnn10011010 X1-Rn 1 —
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Instruction Code Operation Cycles TBit

STS. L X1, @ Rn 0100nnnn10010010 Rn—4 - Rn,X1 - (Rn) 1 —
STS YO0, Rn 0000nnnn10101010 YO-RnN 1 —
STS. L Y0, @ Rn 0100nnnn10100010 Rn—4 - Rn,YO - (Rn) 1 —
STS Y1, Rn 0000nnnn10111010 Y1-Rn 1 —
STS. L Y1, @Rn 0100nnNnn10110010 Rn—4 -Rn,Y1 - (Rn) 1 —
SETRC Rm 0100mMmmD0010100 Rm[11:0] - RC (SR[27:16]) 1 —
SETRC  #imm 10000010i iiiiiii imm — RC(SR[23:16]), 1 —
0- SR[27:24]

LDRS @di sp, PC) 10001100dddddddd disp x 2+PC - RS 1 —
LDRE @di sp, PC) 10001110dddddddd disp x 2+PC - RE 1 —
252 DSP Data Transfer Instruction Set
Table 2.27 liststhe DSP datatransfer instructions by classification.
Table2.27 Classfication of DSP Data Transfer Instructions

Operation No. of
Classification Types Code Function Instructions
Double data 4 NOPX X memory no operation 14
transfer MOVX X memory data transfer
instructions _

NOPY Y memory no operation

MOVY Y memory data transfer
Single data 1 MOVS Single data transfer 16
transfer
instructions

Total: 5 Total: 30

The datatransfer ingtructions are divided into two groups, double datatransfers and single data
transfers. Double data transfers can be combined with DSP operation instructions to perform DSP
parallel processing. The parallel processing instructions are 32 hitsin length, and the double data
transfer instructions are incorporated into their A fields. Double data transfers that are not parallel
processing instructions are 16 bits in length, as are the single data transfer instructions.

The X memory and Y memory can be accessed simultaneously in parallel in double data transfers.
One instruction each is designated from among the X and Y memory data accesses. The Ax
pointer is used to access X memory; the Ay pointer is used to access Y memory. Double data
transfers can only access X, Y memory.
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Single data transfers can be accessed from any area. Single data transfers use the Ax pointer and
two other pointers as an As pointer.

Table2.28 Double Data Transfer Instructions (X Memory Data)

Instruction Operation Code Cycles DC Bit

NOPX No Operation 1111000*0*0*00** 1 —

MOVX. W @\x, Dx (AX) - MSW of Dx,0-LSW of Dx 111100A*D*0*01** 1 —

MOVX. W @Ax+, Dx (AX) - MSW of Dx,0 -~ LSW of Dx, 111100A*D*0*10** 1 —
Ax+2 - AX

MOVX. W @\ +] x, Dx (AX) - MSW of Dx,0 -LSW of Dx, 111100A*D*0*11** 1 —
AX+IX - AX

MOVX. W Da, @\x MSW of Da - (Ax) 111100A*D*1*01** —

MOVX. W Da, @\x+ MSW of Da - (Ax),Ax+2 - AXx 111100A*D*1*10** —

MOVX. W Da, @+l x MSW of Da - (Ax),Ax+Ix - Ax 111100A*D*1*11** —

Table2.29 Double Data Transfer Instructions (Y Memory Data)

Instruction Operation Code Cycles DC Bit

NOPY No Operation 111100*0*0*0**00 1 —

MOVY. W @y, Dy (Ay) > MSW of Dy,0 - LSW of Dy 111100*A*D*0**01 1 —

MOVY. W @\y+, Dy (Ay) - MSW of Dy,0 - LSW of Dy, 111100* A*D*0**10 1 —
Ay+2 - Ay

MOVY. W @+l y, Dy (Ay)—MSW of Dy,0 ~LSW of Dy, 111100*A*D*0**11 1 —
Ay+ly - Ay

MOVY. W Da, @y MSW of Da - (Ay) 111100*A*D*1**01 1 —

MOVY. W Da, @\y+ MSW of Da - (Ay),Ay+2 — Ay 111100* A*D* 1** 10 —

MOVY. W Da, @\y+ly MSW of Da - (Ay),Ay+ly — Ay 111100* A*D*1**11 —
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Table2.30 Single Data Transfer Instructions

Instruction Operation Code Cycles DC Bit
MOVS. W @ As, Ds As-2 -, As,(As) - MSW of 111101AADDDDO000 1 —
Ds,0 - LSW of Ds
MOVS. W @As, Ds (As) - MSW of Ds,0-LSW of 111101AADDDD0100 1 —
Ds
MOVS. W @\s+, Ds (As) - MSW of Ds,0-LSW of 111101AADDDD1000 1 —
Ds, As+2 - As
MOVS. W @As+l x, Ds  (As) -»MSW of Ds,0-LSW of 111101AADDDD1100 1 —
Ds, As+Ix - As
MOVS. W Ds, @ As As—2 - As,MSW of Ds_.(As)* 111101AADDDD0O001 1 —
MOVS. W Ds, @s MSW of Ds—>(As)* 111101AADDDD0101 1 —
MOVS. W Ds, @As+ MSW of Ds—>(As)*,As+2_>As 111101AADDDD1001 1 —
MOWVS. W Ds, @As+l's MSW of Dsﬁ(As)*,As+IsaAs 111101AADDDD1101 1 —
MWS. L @ As, Ds As—4 - As,(As) - Ds 111101AADDDD0O010 1 —
MOVS. L @hs, Ds (As) - Ds 111101AADDDD0110 1 —
MOVS. L @A\s+, Ds (As) - Ds,As+4 - As 111101AADDDD1010 1 —
MOVS. L @\s+ls,Ds (As)-Ds,As+ls- As 111101AADDDD1110 1 —
MOVS. L Ds, @ As As—4 _ As,Ds - (As)” 111101AADDDD0011 1 —
MOVS. L Ds, @s Ds - (As)* 111101AADDDDO111 1 —
MOVS. L Ds, @As+ Ds - (As)* ,As+4 - As 111101AADDDD1011 1 —
MOVS. L Ds, @s+ls Ds(As)",Astls - As 111101AADDDD1111 1 —
Note: * When guard bit registers AOG and A1G are specified for the source operand Ds, data is

sign-extended before being transferred.
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Table 2.31 shows the correspondence between the DSP data transfer operands and registers. CPU
core registers are used as pointer addresses indicating memory addresses.

Table2.31 Correspondence between DSP Data Transfer Operands and Registers

SH (CPU Core) Registers

R4 R5 R8
Oper- R2 R3 (Ax0) (Ax1) R6 R7 (Ix) R9
and RO R1 (As2) (As3) (AsO) (AsO) (Ay0) (Ayl) (Is) (ly)

AX — - — — Yes Yes — — — —

Ix(Is) — — — — — — — — Yes —

DX - - - = == = ==

Ay S — — — Yes Yes — —

by — - - - - = = = = =

ba — - - - - = = = = =

As — — Yes Yes Yes Yes — — — —

Ds - - - = = = = = = =

Oper- DSP Registers

and X0 X1 YO Y1 MO M1 A0 Al AO0G Al1G

AX = = = = = = = = = =

Ix(lsy — — — — — — — — — —

Dx Yes Yes — — — — — — — —

Ay - = = = = = = = = =

y = = = = = = = = = =

Dy —  —  Yes Yes — — — — — —

Da — — — — — — Yes Yes — —

AS - = = = = = = = = =

Ds Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Note: Yes indicates that the register can be set.
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253 DSP Operation Instruction Set

DSP operation instructions are digital signal processing instructions processed by the DSP unit.
These instructions use 32-bit instruction codes, and multiple instructions are executed in parallel.
The instruction codes are divided into an A field and a B field; parallel datatransfer instructions
are designated in the A field, and single or double data operation instructions are designated in the
B field. Instructions can be independently designated and execution can also be carried out
independently. A parallel datatransfer instruction designated in the A field is exactly the same as a
double data transfer instruction.

The B field data operation instructions are divided into three groups. double data operation
instructions, conditional single data operation instructions, and unconditional single data operation
instructions. Table 2.32 lists the instruction formats of the DSP operation instructions. Each of the
operands can be independently selected from the DSP registers. Table 2.33 shows the
correspondence between the DSP operation instruction operands and registers.

Table2.32 DSP Operation Instruction Formats

Classification Instruction Forms Instruction
Double data operation instructions ALUop. Sx, Sy, Du PADD PMULS,
(6 operands) M.Top. Se, Sf, Dy PSUB PMULS
Conditional single data 3 operands ALUop. Sx, Sy, Dz PADD, PAND, POR,
operation instructions DCT ALUop. Sx, Sy, Dz PSHA, PSHL, PSUB,
' ' ' PXOR
DCF ALUop. Sx, Sy, Dz
2 operands ALUop. Sx, Dz PCOPY, PDEC,
DCT ALUop. Sx, Dz PDVBB, PI NC,
PLDS, PSTS, PNEG
DCF ALUop. Sx, Dz
ALUop. Sy, Dz
DCT ALUop. Sy, Dz
DCF ALUop. Sy, Dz
1 operand ALUop. Dz PCLR, PSHA #i nm
DCF ALUop. Dz
Unconditional single data 3 operands ALUop. Sx, Sy, Du PADDC, PSUBC,
operation instructions M.Top. Se, Sf, Dg PMULS
2 operands ALUop. Sx, Dz PCMP, PABS, PRND
ALUop. Sy, Dz
ALUop. Sx, Sy
1 operand ALUop. Dz PSHA #i nm

PSHL #i nm
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Table2.33 Correspondence between DSP Instruction Operandsand Registers

ALU and BPU Instructions Multiplication Instructions
Register Sx Sy Dz Du Se Sf Dg
AO Yes — Yes Yes — — Yes
Al Yes — Yes Yes Yes Yes Yes
MO — Yes Yes — — — Yes
M1 — Yes Yes — — — Yes
X0 Yes — Yes Yes Yes Yes —
X1 Yes — Yes — Yes — —
YO — Yes Yes Yes Yes Yes —
Y1 — Yes Yes — — Yes —

When writing parallel instructions, write the B field instructions first, then write the A field
instructions:

PADD A0, MD, AO PMULS X0, YO, M)  MOVX. W @4+, X0 MOVY. W @6+, YO ; ]
DCF PI NC X1, Al MOVX. W AO, @5+R8  MOVY. W @R7+, YO[ ; |
PCVP X1, MD MOVX. W @R4+R8 [NOPY] [ ;]

Text in brackets ([]) can be omitted. The no operation instructions NOPX and NOPY can be
omitted. Semicolons (;) are used to demarcate instruction lines, but can be omitted. If semicolons
are used, the space after the semicolon can be used for comments.

Theindividual status codes (DC, N, Z, V, GT) of the DSR register are always updated by
unconditional ALU operation instructions and shift operation instructions. Conditional instructions
do not update the status codes, even if the conditions have been met. Multiplication instructions
also do not update the status codes. DC hit definitions are determined by the specifications of the
CShitsin the DSR register.

Table 2.34 lists the DSP operation instructions by classification.
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Table2.34 Classfication of DSP I nstructions

Instruction Operation

No. of

Classification Types Code Function Instructions
ALU ALU fixed decimal 11 PABS Absolute value 28
arithmetic  point operation operation
operation  instructions PADD Addition
PADD Addition and signed
PMULS multiplication
PADDC Addition with carry
PCLR Clear
PCMP Compare
PCOPY Copy
PNEG Invert sign
PSUB Subtraction
PSUB Subtraction and
PMULS signed multiplication
PSUBC Subtraction with
borrow
ALU integer operation 2 PDEC Decrement 12
instructions PINC Increment
MSB detection 1 PDMSB MSB detection 6
instruction
Rounding operation 1 PRND Rounding 2
instruction
ALU logical operation instructions 3 PAND Logical AND 9
POR Logical OR
PXOR Logical exclusive OR
Fixed decimal point multiplication 1 PMULS Signed multiplication 1
instruction
Shift Arithmetic shift 1 PSHA Arithmetic shift 4
operation instruction
Logical shift operation 1 PSHL Logical shift 4
instruction
System control instructions 2 PLDS System register load 12
PSTS Store from system
register
Total 23 Total 78

RENESAS
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254

Various Operation I nstructions

ALU Arithmetic Operation I nstructions: Tables 2.35 to 2.44 list various operation instructions.

Table2.35 ALU Fixed Point Operation Instructions

Instruction Operation Code Cycles DCBit
PABS Sx, Dz If Sx=0,Sx - Dz 111720*****xxxxx ] Update
If Sx<0,0— Sx-Dz 10001000xx00zzzz
PABS Sy, Dz If Sy=0,Sy - Dz 111720******xxxx ] Update
If Sy<0,0-Sy - Dz 1010100000yyzzzz
PADD Sx, Sy, Dz Sx+Sy - Dz 111720******xxxk ] Update
10110001xxyyzzzz
DCT PADD Sx, Sy, Dz if DC=1,Sx+Sy-Dz ifO,nop 11111Q*********x 1 —
10110010xxyyzzzz
DCF PADD Sx, Sy, Dz if DC=0,Sx+Sy-Dzif 1,nop 11111Q*********x 1 —
10110011xxyyzzzz
PADD Sx, Sy, Du Sx+Sy-Du 111720******xxxk ] Update
PMULS Se, Sf, Dg MSW of Se x MSW of Ollleeffxxyygguu
Sf-Dg
PADDC Sx, Sy, Dz Sx+Sy+DC - Dz 111220%****xxxxx ] Update
10110000xxyyzzzz
PCLR Dz H'00000000 - Dz 111220%****xxxxx ] Update
100011010000zzzz
DCT PCLR Dz if DC=1,H'00000000 - Dz 111720%****xxxxx ] —
if 0,nop 100011100000zzzz
DCF PCLR Dz if DC=0,H'00000000 - Dz 111720%****xxxxx ] —
if 1,nop 100011110000zzzz
PCMP Sx, Sy Sx-Sy 111220%****xxxxx ] Update
10000100xxyy0000
PCOPY Sx, Dz Sx-Dz 111220%****xxxxx ] Update
11011001xx00zzzz
PCOPY Sy, Dz Sy-Dz 111220%****xxxxx ] Update
1111100100yyzzzz
DCT PCOPY Sx, Dz if DC=1,Sx- Dz if 0,nop 111220%****xxxxx ] —
11011010xx00zzzz
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Instruction Operation Code Cycles DCBit

DCT PCOPY Sy, Dz if DC=1,Sy - Dz if 0,nop 117220%****xxxxk —
1111101000yyzzzz
DCF PCOPY Sx, Dz if DC=0,Sx- Dz if 1,nop 111110Q****kkkkks ] —
11011011xx00zzzz
DCF PCOPY Sy, Dz if DC=0,Sy - Dz if 1,nop 111110Q****kkkkns ] —
1111101100yyzzzz
PNEG Sx, Dz 0-Sx-Dz 111220*****xxxxk ] Update
11001001xx00zzzz
PNEG Sy, Dz 0-Sy Dz 111220*****xxxxk ] Update
1110100100yyzzzz
DCT PNEG Sx, Dz if DC=1,0-Sx - Dz 111200*****xxxxk ] —
if O,nop 11001010xx00zzzz
DCT PNEG Sy, Dz if DC=1,0-Sy - Dz 111220*****xxxxsk ] —
if O,nop 1110101000yyzzzz
DCF PNEG Sx, Dz if DC=0,0-Sx - Dz 111220*****xxxxk ] —
if 1,nop 11001011xx00zzzz
DCF PNEG Sy, Dz if DC=0,0-Sy - Dz 111220*****xxxxk ] —
if 1,nop 1110101100yyzzzz
PSUB Sx, Sy, Dz Sx-Sy - Dz 111220*****xxxxk ] Update
10100001xxyyzzzz
DCT PSUB Sx, Sy, Dz if DC=1,Sx-Sy-Dz if O,nop 111110Q********** ] —
10100010xxyyzzzz
DCF PSUB Sx, Sy, Dz if DC=0,Sx-Sy-Dz if 1,nop 111110Q********** ] —
10100011xxyyzzzz
PSUB Sx, Sy, Du Sx-Sy -Du 111220*****xxxxk ] Update
PMULS Se, Sf, Dg MSW of Se x MSW of Sf- Dg 0110eef f xxyygguu
PSUBC Sx, Sy, Dz Sx-Sy-DC -, Dz 117220%****xxxxk ] Update
10100000xxyyzzzz
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Table2.36 ALU Integer Operation I nstructions

Instruction Operation Code Cycles DC Bit
PDEC Sx, Dz MSW of Sx—1 - MSW of Dz, 111110Q%*******%%x 1 Update
clear LSW of Dz 10001001xx002222
PDEC Sy, Dz MSW of Sy —1 - MSW of Dz, 111110Q*********x 1 Update
clear LSW of Dz 1010100100yyzzzz
DCT PDEC Sx,Dz IfDC=1, MSW of Sx -1 - 111720%*****xxxx 1 —
MSW of Dz, clear LSW of Dz; 10001010xx0022z2z
if 0, nop

DCT PDEC Sy,Dz IfDC=1, MSW of Sy -1 - 111720%****xxxxx 1 —
MSW of Dz, clear LSW of Dz; 1010101000yyzzzz
if 0, nop

DCF PDEC Sx, Dz  If DC=0, MSW of Sx—1 - 111110****kkkkkx 1 —
MSW of Dz, clear LSW of Dz; 10001011xx00222z2
if 1, nop

DCF PDEC Sy,Dz If DC=0, MSW of Sy -1 - 111720%*****xxxx 1 —
MSW of Dz, clear LSW of Dz; 1010101100yyzzzz
if 1, nop

PI NC Sx, Dz MSW of Sx+1 - MSW of Dz, 11111Q********** 1 Update
clear LSW of Dz 10011001xx00zzzz

PI NC Sy, Dz MSW of Sy + 1 - MSW of Dz, 111110Q********** 1 Update
clear LSW of Dz 1011100100yyzzzz

DCT PINC Sx, Dz IfDC=1, MSW of Sx +1 - 111720%****xxxxx 1 —
MSW of Dz, clear LSW of Dz; 10011010xx0022z2z
if 0, nop

DCT PINC Sy,Dz IfDC=1, MSW of Sy +1 - 111720******kxxx 1 —
MSW of Dz, clear LSW of Dz; 1011101000yyzzzz
if 0, nop

DCF PINC Sx, Dz  If DC=0, MSW of Sx + 1 - 111110****kkkkkx 1 —
MSW of Dz, clear LSW of Dz; 10011011xx00222z2
if 1, nop

DCF PINC Sy,Dz If DC=0, MSW of Sy +1 — 111720%*****xxxx 1 —
MSW of Dz, clear LSW of Dz; 1011101100yyzzzz

if 1, nop
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Table2.37 MSB Detection I nstructions

Instruction Operation Code Cycles DC Bit

PDMSB Sx, Dz Sx data MSB position — MSW 111110%* ******x** 1 Update
of Dz, clear LSW of Dz 10011101xx002222

PDVSB Sy, Dz Sy data MSB position - MSW 111110*********x ] Update
of Dz, clear LSW of Dz 1011110100yyzzz7

DCT PDVSB Sx, Dz If DC=1, Sx data MSB position 111110* ********x 1 —
iy MSW of Dz, clear LSW of 10011110xx00zzzz
Dz; if 0, nop

DCT PDVBB Sy, Dz If DC=1, Sy data MSB position 111110******x**% 1 —
- MSW of Dz, clear LSW of 1011111000yyzz27
Dz; if 0, nop

DCF PDVSB Sx, Dz If DC=0, Sx data MSB position 111110* *****x*xx 1 —
iy MSW of Dz, clear LSW of 10011111xx00zzzz
Dz;if 1, nop

DCF PDVBB Sy, Dz If DC=0, Sy data MSB position 111110*********x ] —

- MSW of Dz, clear LSW of 1011111100yyzzzz
Dz;if 1, nop

Table2.38 Rounding Operation Instructions

Instruction Operation Code Cycles DC Bit

PRND Sx, Dz Sx+H'00008000 - Dz 111110****xxxxxx ] Update
clear LSW of Dz 10011000xx00zzzz

PRND Sy, Dz Sy+H'00008000 - Dz 111110****xxxxxx ] Update
clear LSW of Dz 1011100000yyzzzz
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Table2.39 ALU Logical Operation Instructions

Instruction Operation Code Cycles DC Bit

PAND Sx, Sy, Dz Sx & Sy - Dz, clear LSW of 111110******xxxx 7 Update
Dz 10010101xxyyzzzz

DCT PAND Sx, Sy, Dz 1f DC=1, Sx & Sy - Dz, 111110****kkkkkx ] —
clear LSW of Dz; if 0, nop 10010110xxyyzzzz

DCF PAND Sx, Sy, Dz 1f DC=0, Sx & Sy - Dz, 111110****kkkkkx ] —
clear LSW of Dz; if 1, nop 10010111xxyyzzz2z

POR Sx, Sy, Dz Sx | Sy - Dz, clear LSW of 111110Q********x* ] Update
Dz 10110101xxyyzzzz

DCT POR Sx, Sy,Dz IfDC=1, Sx|Sy - Dz, clear 111110******xxxx 7 —
LSW of Dz; if 0, nop 10110110xxyyzzzz

DCF POR Sx, Sy,Dz IfDC=0, Sx|Sy - Dz, clear 111110******xxxx 7 —
LSW of Dz; if 1, nop 10110111xxyyzzzz

PXCR Sx, Sy, Dz SXN Sy — Dz, clear LSW of 111110*********x* 1 Update
Dz 10100101xxyyzzzz

DCT PXOR Sx, Sy, Dz If DC=1, Sx " Sy - Dz, 111110****kxkkkx ] —
clear LSW of Dz; if 0, nop 10100110xxyyzzz2z

DCF PXOR Sx, Sy, Dz 1If DC=0, Sx " Sy - Dz, 111110****kxkkkx ] —
clear LSW of Dz; if 1, nop 10100111xxyyzzz2z

Table2.40 Fixed Point Multiplication I nstructions

Instruction Operation Code Cycles DC Bit

PMULS Se, Sf, Dg MSW of Se x MSW of 111110****xxxknx ] —
Sf-Dg

0100eef f 0000gg00
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Table2.41 Arithmetic Shift Operation Instructions

Instruction Operation Code Cycles DC Bit
PSHA Sx, Sy, Dz if Sy=0,Sx<<Sy - Dz 111110 ***xxkxxs ] Update
if Sy<0,Sx>>Sy - Dz 10010001xxyyzzzz
DCT PSHA Sx, Sy, Dz if DC=1 & Sy=0,SX<<Sy Dz 111110********x*x* 1 —
if DC=1 & Sy<0,Sx>>Sy Dz 10010010xxyyzzzz
if DC=0,nop
DCF PSHA Sx, Sy, Dz if DC=0 & Sy=0,SX<<Sy Dz 111110*******xx*x* 1 —
if DC=0 & Sy<0,Sx>>Sy Dz 10010011xxyyzzzz
if DC=1,nop
PSHA #i nm Dz if imm=0,Dz<<imm - Dz 111110****x*rxxx* 1 Update
if imm<0,Dz>>imm - Dz 00010iiiiiiizzzz
Table2.42 Logical Shift Operation Instructions
Instruction Operation Code Cycles DC Bit
PSHL Sx, Sy, Dz if Sy=0,Sx<<Sy - Dz, clear 111110****x*kkx* 1 Update
LSW of Dz 10000001xxyyzzzz
if Sy<0,Sx>>Sy - Dz, clear
LSW of Dz
DCT PSHL Sx, Sy, Dz ifDC=1& 111110%***x*rxxx* 1 —
Sy=0,Sx<<Sy - Dz, clear 10000010xxyyzzzz
LSW of Dz
if DC=1 &
Sy<0,Sx>>Sy - Dz, clear
LSW of Dz
if DC=0,nop
DCF PSHL Sx, Sy, Dz ifDC=0& 111110****x*rxxx* 1 —
Sy=0,Sx<<Sy - Dz, clear 10000011xxyyzzzz
LSW of Dz
if DC=0 &
Sy<0,Sx>>Sy - Dz, clear
LSW of Dz
if DC=1,nop
PSHL #i nm Dz if imm=0,Dz<<imm - Dz, T11110****kkkknx ] Update
clear LSW of Dz 00000i i iiiiizzzz

if imm<0,Dz>>imm - Dz,
clear LSW of Dz
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Table2.43 System Control Instructions

Instruction Operation Code Cycles DC Bit
PLDS Dz, MACH Dz -~ MACH 111720%****xxxxx 1 —
111011010000zzzz
PLDS Dz, MACL Dz - MACL 111720%****xxxxx 1 —
111111010000zzzz
DCT PLDS Dz, MACH if DC=1,Dz - MACH 111720%*****xxxx 1 —
if 0,nop 111011100000zzzz
DCT PLDS Dz, MACL if DC=1,Dz - MACL 111720%****xxxxx 1 —
if 0,nop 111111100000zzzz
DCF PLDS Dz, MACH if DC=0,Dz -~ MACH 111220%****xxxxx 1 —
if 1,nop 111011110000zzzz
DCF PLDS Dz, MACL if DC=0,Dz - MACL 111720%****xxxxx 1 —
if 1,nop 111111110000zzzz
PSTS MACH, Dz MACH - Dz 111220%****xxxxx 1 —
110011010000zzzz
PSTS MACL, Dz MACL - Dz 111220%*****xxxx 1 —
110111010000zzzz
DCT PSTS MACH, Dz if DC=1,MACH-Dz 111220%****xxxxx 1 —
if 0,nop 110011100000zzzz
DCT PSTS MACL, Dz if DC=1,MACL-Dz 111220%****xxxxx 1 —
if 0,nop 110111100000zzzz
DCF PSTS MACH, Dz if DC=0,MACH - Dz 111220%*****xxxx 1 —
if 1,nop 110011110000zzzz
DCF PSTS MACL, Dz if DC=0,MACL-Dz 111220%****xxxxx 1 —
if 1,nop 110111110000zzzz
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When there are no datatransfer instructions being processed simultaneously in parallel with DSP
operation instructions, it is possible to either write NOPX and NOPY ingtructions or to omit the
instructions. The instruction codes are the same regardless of whether the NOPX and NOPY
instructions are written or omitted. Table 2.44 gives some examples of NOPX and NOPY
instruction codes.

Table2.44 NOPX and NOPY Instruction Codes

Instruction Code
PADD X0, YO, A0 MOVX. W @4+, X0 MOVY. W @R6+R9, YO 1111100000001011
1011000100000111
PADD X0, YO, A0 NOPX MOVY. W @R6+R9, YO 1111100000000011
1011000100000111
PADD X0, YO, A0 NOPX NOPY 1111100000000000
1011000100000111
PADD X0, YO, A0 NOPX 1111100000000000
1011000100000111
PADD X0, YO, A0 1111100000000000
1011000100000111
MOVX. W @4+, X0 MOVY. W @R6+R9, YO 1111000000001011
MOVX. W @4+, X0 NOPY 1111000000001000
MOVS. W @4+, X0 1111010010001000
NOPX MOVY. W @R6+R9, YO 1111000000000011
MOVY. W @R6+R9, YO 1111000000000011
NOPX NOPY 1111000000000000
NOP 0000000000001001

Rev. 2.00, 03/05, page 103 of 884
RENESAS



2.6 Usage Notes

1. When DSP instructions are not used, execute the dummy instruction as follows to decrease
operation current.

Thisdummy instruction is executed ininitial program.

PCLR A0 ; Cear the A0 register.
PSHA #5, A0 ; 5 bit shift to left.

2. When the Shit of SR is changed after the DSP instructions are executed, pipeline is not
executed exactly.

Execute the processing as described in either A or B below.
A. After the DSP instructions are executed, don’t change the Sbit of SR register.
B. Insert the NOP instruction before the LDC Rn, SR instruction.

Example:

PSHA #1, AO

PINC X0, A0 MOVX. W Al, @5

NOP

LDC RO, SR

3. When adouble-length multiply instruction (MUL.L, DMULU.L, or DMULS.L) or adouble-
length multiply-and-accumulate instruction (MAC.L) is executed in combination with a DSP
operation instruction, a malfunction may occur. See the following conditions and
countermeasures.

Conditions:

When the following A and B conditions are both satisfied, the instruction shown initem b in B
below may be executed incorrectly.

A. Aninstruction in the on-chip memory or the cache is executed.

B. Thefollowing instructions are executed in the order of & b, and c.

a. Double-length multiply instruction (MUL.L, DMULU.L, or DMULS.L) or double-
length multiply-and-accumulate instruction (MAC.L)
b. DSP operation instruction other than PMULS, PSTS, and PLDS
Note: The following instructions are DSP operation instructions other than PMULS,
PSTS, and PLDS:
PABS, PADD, PADDC, PAND, PCLR, PCMP, PCOPY, PDEC, PDMSB,
PINC, PNEG, POR, PRND, PSHA, PSHL, PSUB, PSUBC, and PXOR
c. PMULS, PSTS, or PLDS
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Execution of ingtruction ain B above takes several cycles. If instruction ¢, which uses the same
resource as instruction a, isissued during execution of instruction &, instruction c is made wait
until the current operation is completed.

Instruction b has no relationship with instruction aand is started without waiting instruction a.
However, its execution may be affected by the control for keeping instruction c in the wait
state and may generate an incorrect result.

If ingtructions aand c are executed in sequence without instruction b between them, execution
will be completed corrected.

Countermeasures:

This problem is avoided by any of the following countermeasures.

A. Do not execute the instruction sequence shown in B above.

B. Replaceinstructions b and c above if the program code includes the instruction sequence
shown in B above and replacing instructions b and ¢ does not affect the execution results.

C. Insert one or more NOP instructions or instructions that are not related to the multiplier

between ingtructions aand b if the program code includes the instruction sequence shown
in B above and replacing instructions b and ¢ does affect the execution resullts.

Supplementary information:

This usage note is also applicable when a delayed branch instruction comes immediately
before instruction ain B above, the ainstruction is placed in the delay slot, and instructions b
and c in B are executed in sequence at the branch destination.

. This section presents examples of and methods for preventing the instruction execution stall
phenomenon due to multiplier contention caused by multiply and multiply-and-accumulate
instructions.

If the SR (datus register) Sbit (saturated arithmetic bit) is changed immediately after a
multiply or multiply-and-accumulate instruction in the state where multiplier contention has
occurred due to multiply and/or multiply-and-accumulate instructions and instruction
execution has stalled, the instruction execution order will be reversed. As aresult, the
instruction that should have been executed before the S bit was changed will be executed after
the Shit has changed. This can result in an incorrect arithmetic result being produced.

Ingtructions affected by S bit modification:
Multiply-and-accumulate instructions: MAC.W and MAC.L

Conditions:
The following shows an example of error conditions.
A. Multiply instruction and multiply-and-accumulate instruction

a DMULU.L R4,R10 MUL.L, DMULSL, DMULU.L, or MAC.L can beinstruction
a.
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b. MAC.L @R5+ @R5+ MAC.W and MAC.L can beinstruction b. Multiplier access
conflict occurs and execution stall cycle may be produced.
c. LDC RO,SR Changes the saturation arithmetic mode.

Multiplier access conflict occurs between instructions a(DMULU.L) and b (MAC.L), and
execution of instruction b (MAC.L) is stalled. Sbit modification (instruction c) is executed
immediately before the MAC.L instruction (b) in the CPU due to the pipeline operation.
Consequently, the sequence of instruction execution b and c is reversed and the MAC.L
operation result becomes an incorrect value.

Countermeasures:

This problem is avoided by any of the following countermeasures.

A. Do not access SR immediately after the multiply-and-accumulate instruction.
B. Insert aNOP ingruction before the LDC Rn,SR instruction.

C. Prevent multiplier access conflict (not to produce stall cycles).
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Section 3 Oscillator Circuits and Operating Modes

31 Overview
Operation of the on-chip clock pulse generator, and CS0 area bus width specification, are

controlled by the operating mode pins. A crystal resonator or external clock can be selected as the
clock source.

3.2 On-Chip Clock Pulse Generator and Operating Modes

321 Clock Pulse Generator

A block diagram of the on-chip clock pulse generator circuit is shown in figure 3.1.

» @ system clock
DIVE
CAP1 - 1/1 > EQ
172 External interface
o 14 clock
CKIO ’ » PLL circuit 1
DIVM
i e
CPU/DSP core
1/4
On/Off clock
CAP2
DIVP
1/1 >
EXTAL — - 12 —P‘P_h L modu
Oscillator PLL circuit 2 14 Peripheral module
x1, x2, x4 clock
XTAL
CKPREQ/CKM
The relationship between the
internal clock frequencies is:
MD2 lp=2 E@= Po.
Maximum frequencies are:
MD1 Clock mode control circuit l¢, EQ< 62.5 MHz, P@< 31.25 MHz.
MDO
CKPACK

Note: * See section 20.4.4, Clock Pause Function.

Figure3.1 Block Diagram of Clock Pulse Generator Circuit
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Pin Configuration: Table 3.1 lists the functions relating to the pins relating to the oscillator
circuit.

Table3.1 Pin Configuration

Pin Name I/0 Function

CKIO 1/0 External clock input pin or internal clock output pin

XTAL Output Connects to the crystal resonator

EXTAL Input  Connects to the crystal resonator or to the external clock input when
using PLL circuit 2

CAP1 Input  Connects to capacitance for operating PLL circuit 1

CAP2 Input  Connects to capacitance for operating PLL circuit 2

MDO Input  The level applied to these pins specifies the clock mode

MD1 Input

MD2 Input

CKPREQ/CKM  Input Used as the clock pause request pin, or specifies operation of the
crystal resonator

CKPACK Output Clock pause function

PLL Circuit 1: PLL circuit 1 eliminates phase differences between external clocks and clocks
supplied internally within the chip. In high-speed operation, the phase difference between the
reference clocks and operating clocks in the chip directly affects the interface margin with
peripheral devices. On-chip PLL circuit 1 is provided to eliminate this effect.

PLL Circuit 2: PLL circuit 2 either leaves unchanged, doubles, or quadruples the frequency of
clocks provided from the crystal resonator or the EXTAL pin external clock input for the chip
operating frequency. The frequency modification register sets the clock frequency multiplication
factor.
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322 Clock Operating M ode Settings
Table 3.2 lists the functions and operation of clock modes O to 6.

Table3.2 Operating Modes

Clock Mode Function/Operation Clock Source

0 PLL circuits 1 and 2 operate. A clock is output with the same  Crystal resonator/
phase (with the same frequency as Eg) as the internal clocks external clock input
(lg, E@, Po) from the CKIO pin

PLL circuits 1 and 2 can be switched between the operating
and halted states by means of control bits in the frequency
modification register (FMR). The CKIO pin can also be placed
in the high-impedance state

Normally, mode 0 should be used.

1 PLL circuits 1 and 2 operate. A clock (with the same
frequency as Eq) 1/4 @ cycle in advance of the chip's internal
system clock @is output from the CKIO pin.

PLL circuits 1 and 2 can be switched between the operating
and halted states by means of control bits in the frequency
modification register (FMR). The CKIO pin can also be placed
in the high-impedance state. However, clock phase shifting is
not performed when PLL circuit 1 is halted.

Normally, mode 0 should be used.

2 Only PLL circuit 2 operates. The clock from PLL circuit 2 is
output from the CKIO pin (having the same frequency as the
E@). As PLL circuit 1 does not operate, phases are not
matched in this mode

PLL circuit 2 can be switched between the operating and
halted states by means of a control bit in the frequency
modification register (FMR). The CKIO pin can also be placed
in the high-impedance state

3 Only PLL circuit 2 operates. The CKIO pin is high-impedance

PLL circuit 2 can be switched between the operating and
halted states by means of a control bit in the frequency
modification register (FMR)

4 Only PLL circuit 1 operates. Operate PLL circuit 1 when External clock input
operating with synchronization of the phases of the clock
input from the CKIO pin and the internal clocks (Ig, Eg, P¢).
PLL circuit 2 does not operate in this mode

PLL circuit 1 can be switched between the operating and
halted states by means of a control bit in the frequency
modification register (FMR)
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Clock Mode

Function/Operation Clock Source

5

Only PLL circuit 1 operates. Operate PLL circuit 1 when External clock input
operating with a 1/4 @ cycle lag of the clock input from the

CKIO pin and the internal clocks (I, E@, P¢) with respect to

system clock @. PLL circuit 2 does not operate in this mode

PLL circuit 1 can be switched between the operating and
halted states by means of control bits in the frequency
modification register (FMR). However, clock phase shifting is
not performed when PLL circuit 1 is halted.

Normally, mode 4 should be used.

PLL circuits 1 and 2 do not operate. Set this mode when a
clock having a frequency equal to that of clocks the clock
input from the CKIO pin is used

The internal clock frequency can be changed in each clock mode (see section 3.2.5, Operating
Frequency Selection by Register).

In clock modes 4 to 6, the frequency of the clock input from the CKI10O pin can be changed, or the
clock can be stopped (see section 20.4.4, Clock Pause Function).

Table 3.3 lists the relationship between pins MD2 to MDO and the clock operating mode. Do not
switch the MD2 to MDO pins while they are operating. Switching will cause operating errors.
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Table3.3 Clock ModePin Settingsand States

Pin

Clock CKPREQ/

Mode MD2 MD1 MDO CKM EXTAL XTAL CKIO

0 0 0 0 0 Clock input Open Output/high

1 Crystal Crystal impedance

oscillation oscillation

1 0 0 1 0 Clock input Open Output/high
Crystal Crystal impedance
oscillation oscillation

2 0 1 0 0 Clock input Open Output/high
Crystal Crystal impedance
oscillation oscillation

3 0 1 1 0 Clock input Open High
Crystal Crystal impedance
oscillation oscillation

4 1 0 0 * Open Open Clock input

5 1 0 1 Open Open Clock input

6 1 1 0 Open Open Clock input

Notes: Do not use in combinations other than those listed.
* In clock modes 4, 5, and 6, CKPREQ/CKM functions as the clock pause request pin.

Rev. 2.00, 03/05, page 111 of 884
RENESAS



323 Connecting a Crystal Resonator

Connecting a Crystal Resonator: Figure 3.2 shows an example of crystal resonator connection.
The values of damping resistance R and load capacitance CL1 and CL2 should be decided after
investigating the components in collaboration with the manufacturer of the crystal oscillator to be
used. The crystal resonator should be an AT-cut parallel-oscillator type. Place the crystal resonator
and itsload capacitors as close as possible to the XTAL and EXTAL pins.

Other signal lines should be routed away from the oscillator circuit to prevent induction from
interfering with correct oscillation.

—¢— High level

CKPREQ/CKM
CKIO _Output or high
impedance
oL
EXTAL _L 1 ,J;
= cL2
XTAL M\ {1
R A

Notes: 1. The CKIO pin is an output or high impedance in clock modes 0, 1, and 2,
and is high impedance in clock mode 3.
2. The values for CL1, CL2, and the damping resistance should be determined after
consultation with the crystal resonator manufacturer.

Figure 3.2 Exampleof Crystal Oscillator Connection
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324 External Clock Input
An external clock isinput from the EXTAL pin or the CKIO pin, depending on the clock mode.

Clock Input from EXTAL Pin: This method can be used in clock modes 0, 1, 2, and 3.

Ground level

CKPREQ/CKM ﬁ The CKIO pin is an output or
high impedance in clock modes
0, 1, and 2, and is high impedance
Output or in clock mode 3.

CKIO high-impedance

EXTAL |¢— | | | | | | External Clock Input

XTAL —— Open

Figure 3.3 External Clock Input Method

Clock Input from CKI10O Pin: This method can be used in clock modes 4, 5, and 6.

CKPREQ/CKM |«—— The CKPREQ/CKM pin is the clock
pause request input pin.

CKIO [¢— | | | | | | External Clock Input

EXTAL —— Open

XTAL —— Open

Figure3.4 External Clock Input Method
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3.25 Operating Frequency Selection by Register

Using the frequency modification register (FMR), it is possible to specify the operating frequency
division ratio for the internal clocks (1@, E@, P). The internal clock frequency is determined under
the control of PLL circuits 1 and 2 and dividers DIVM, DIVE, and DIVP.

Frequency M odification Register (FM R): The frequency modification register is initialized only
by a power-on reset viathe RES pin, and not by an internal reset resulting from WDT overflow.
Itsinitial value depends on the settings of pins MD2 to MDO. Table 3.4 shows the relationship
between the MD2 to MDO pin combinations and the initial value of the frequency modification
register.

Table3.4 Relationship between Clock Mode Pin Settings and I nitial Value of Frequency
M odification Register

Clock Mode MD2 MD1 MDO Initial Value
Mode 0 0 0 0 H'00

Mode 1 0 0 1

Mode 2 0 1 0 H'40

Mode 3 0 1 1 H'60

Mode 4 1 0 0 H'A6

Mode 5 1 0 1

Mode 6 1 1 0 H'EO

The register configuration is shown in table 3.5.

Table3.5 Register Configuration

Name Abbreviation R/W Initial Value Address
Frequency modification register FMR R/W See table 3.4* H'FFFFFE90
Note: * The initial value depends on the clock mode.
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Bit: 7 6 5 4 3 2 1 0

\ PLL2ST \ PLL1ST \ CKIOST \ — \ FR3 \ FR2 \ FR1 \ FRO \
Initial value: — — — 0 0 — — 0
RW: RMW RIW RIW R RIW RIW RIW RIW

Bit 7—PLL2ST: Switching is possiblein modes 0to 3. In modes 4 to 6, PLL circuit 2 cannot be
used. In these modes, this bit always reads 1.

Bit 7: PLL2ST Description

0 PLL circuit 2 used

1 PLL circuit 2 not used

Bit 6—PLL1ST: Switching is possible in modes 0, 1, 4, and 5. In modes 2, 3, and 6, PLL circuit 1
cannot be used. In these modes, this bit always reads 1.

Bit 6: PLL1ST Description

0 PLL circuit 1 is used

1 PLL circuit 1 is not used

Bit 5—CKIOST: Setting is possiblein modes 0 to 3. In modes 4 to 6, the CKIO pinis an input
pin. In these modes, this bit always reads 1.

Bit 5: CKIOST Description
0 The CKIO pin outputs E@

1 The CKIO pin is in the high-impedance state (Do not place CKIO in the high-
impedance state when PLL circuit 1 is operating)

Bit 4—Reserved: This bit is always read as 0. The write value should always be 0.

Bits 3 to 0—FR3 to FRO: The internal clock frequency and CKIO output frequency (modes 0 to 2)
can be set by frequency setting bits FR3 to FRO. The values that can be set in bits FR3 to FRO
depend on the mode and whether PLL circuit 1 and PLL circuit 2 are operating or halted. The
following tables show the valuesthat can be set in FR3 to FRO, and the internal clock and CKIO
output frequency ratios, taking the external input clock frequency as 1.
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e ModesOand 1
PLL circuits 1 and 2 operating
EXTAL input or crystal resonator used

FR3 FR2 FR1 FRO ® lp Eg Po CKIO
0 0 0 0 x4 x1 x1 x1 Eg
0 1 0 0 x4 x2 x1 x1 Eg
0 1 0 1 x4 x2 x2 x1 Eop
0 1 1 0 x4 x2 x2 x2 Eop
1 0 0 0 x4 x4 x1 x1 Eo
1 0 0 1 x4 x4 x2 x1 Eop
1 0 1 0 x4 x4 x2 x2 Eg
1 1 0 0 x4 x4 x4 x1 Eg
1 1 1 0 x4 x4 x4 x2 Eo
Note: Do not use combinations other than those shown above.
* ModesOto 3
PLL circuit 1 halted, PLL circuit 2 operating
EXTAL input or crystal resonator used
FR3 FR2 FR1 FRO [ lp =) Po CKIO
0 0 0 0 x1 x1 x1 x1 Eop
0 1 0 1 x2 x2 x2 x1 Eop
0 1 1 0 x2 x2 x2 x2 Eo
1 1 0 0 x4 x4 x4 x1 Eop
1 1 1 0 x4 x4 x4 x2 Eop

Note: Do not use combinations other than those shown above.
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e ModesOand 1
PLL circuit 1 operating, PLL circuit 2 halted
EXTAL input or crystal resonator used

FR3 FR2 FR1 FRO (0] [0} E@ Pe CKIO
0 0 0 x4 x1 x1 x1 Eo
x4 x2 x1 x1 Eo
0 0 0 x4 x4 x1 x1 =10)

Note: Do not use combinations other than those shown above.

e Modes4and5
PLL circuit 1 operating, PLL circuit 2 halted

CKIO input
FR3 FR2 FR1 FRO @ 1) Eg Pe CKIO
0 1 0 1 x2 x1 x1 x1/2 Eo
0 1 1 0 x2 x1 x1 x1 =10)
1 0 0 1 x2 x2 x1 x1/2 Eo
1 0 1 0 x2 x2 x1 x1 Eo

Note: Do not use combinations other than those shown above.
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ModesOto 6

PLL circuits 1 and 2 halted

EXTAL input or crystal resonator used (modes 0 to 3)
CKIO input (modes 4 to 6)

FR3 FR2 FR1 FRO (0] [0} E@ Pe CKIO
0 0 0 0 x1 x1/4 x1/4 x1/4 x1
0 1 0 0 x1 x1/2 x1/4 x1/4 x1
0 1 0 1 x1 x1/2 x1/2 x1/4 x1
0 1 1 0 x1 x1/2 x1/2 x1/2 x1
1 0 0 0 x1 x1 x1/4 x1/4 x1
1 0 0 1 x1 x1 x1/2 x1/4 x1
1 0 1 0 x1 x1 x1/2 x1/2 x1
1 1 0 0 x1 x1 x1 x1/4 x1
1 1 1 0 x1 x1 x1 x1/2 x1
1 1 1 1 x1 x1 x1 x1 x1

Note: Do not use combinations other than those shown above.

Frequency Change: When PLL circuit 1 or PLL circuit 2 becomes operational after modifying
the frequency modification register (including modification the frequency modification register in
the operating state), access the frequency modification register using the following procedure, and
noting the cautions listed below.

Frequency change procedure

Set the on-chip watchdog timer (WDT) overflow time to secure the PLL circuit oscillation
settling time (CKS2 to CKS0 bitsin WTCSR).

Clear the WT/IT and TME bit to 0 in WTCSR.

Perform aread anywhere in an external memory area 0 to 4 cache-through area.

Change the frequency modification register to the target frequency, or change the
operating/halted state of the PLL circuits 1 and 2 (the clocks will stop temporarily inside the
chip).

The oscillation circuits operate, and the clock is supplied to the WDT. This clock increments
the WDT.

On WDT overflow, supply of a clock with the frequency set in frequency setting bits FR3 to
FRO begins. In this case, the OVF bit in WTSCR and the WOVF hit in RSTCSR are not set, an
interval timer interrupt (IT1) isnot requested, and the WDTOVF signal is not asserted.

Sample code for changing the frequency is shown below.
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; SH7615 frequency change

FMR .equ h' fffffe90
WICSR .equ h'fffffe80
RSTCSR.equ h'fffffe83
PACR .equ h'fffffc80

XRAM . equ h'1000e000

.export _init_FMR

_init_FMR
mov.| #XRAM 1
mov.l rl,r5

mov. | #FREQUENCY, r 2
mov.| #FREQUENCY END, r 3

progr am nove:
mv.w @2,r0
mv.w r0, @1

add #2,r1

add #2,r2
cnmp/eqr2,r3

bf pr ogram nove
nop

nmov. | #PACR r1l
mov. w #h' 0008, r0
mv.w r0, @1

MOV. L #WICSR, R1

MOV. W #H A51F, R2
MOV.L #H 26200000, R3
MOV.L #FMR R4
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jmp @5

nop

nop

nop

nop

nop
clock4_err:

bra clock4_err

nop

nop

nop

nop
; Main portion of frequency change code.
; First copy thisto XRAM and then run it in XRAM.
FREQUENCY:

<Watchdog timer control and status register setting>

;  Clear TME hit.

; Clock input to WTCNT is ¢/16384

;i (Overflow frequency = 262.144 ms)

MOV. W R2, @Rl

<External cache through area read>
;  Cache through area of external member space 3: H'26200000
MOV.L @R3, RO

;. <Frequency change register setting>
; PLL circuit 1 —» Disabled.
PLL circuit 2 — Enabled.
;1@ (x4) = 62.5 MHz, E@ (x4) = 62.5 MHz,
;P (x2) = 31.25 MHz, CKIO (E¢) = 62.5 MHz,
; MoV #H 4E, RO

; PLL circuits1 and 2 - Enabled.
I (x4) = 62.5 MHz, E (x2) = 31.25 MHz,
;. P@(x2)=31.25MHz, CKIO (Eg) = 31.25 MHz,
MoV #H 0A, RO
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; PLL circuits1 and 2 — Enabled.

;1@ (x4) =62.5 MHz, E@ (x1) = 15.625 MHz,

7 Po(x1) = 15.625 MHz, CKIO (Eg@) = 15.625 MHz,
MoV #H 08, RO

MOV. B RO, @4

rts

nop
FREQUENCY_END:

NOP

. END
Cautions

e Theread from the externa memory space 0—4 cache-through area and the write to the
frequency modification register should be performed in on-chip X/Y memory. After reading
from the external memory space 0—4 cache-through area, do not perform any write operations
in external memory spaces 0—4 until the write to the frequency modification register.

»  When the write access to the frequency modification register is executed, the WDT darts
automatically.

» Do not turn off the CKIO output when PLL circuit 1 isin the operating state.
e The CKIO output will be unstable until the PLL circuit stabilizes.

«  When afrequency is modified, halt the on-chip DMAC (E-DMAC and DMAC) operation
before the frequency modification.

If PLL circuit 1 or PLL circuit 2 does not become operational after modifying the frequency
modification register (including modification in the operating state), it means that the above
procedure or cautions have not been properly observed. In this case, the WDT will not operate
even though the frequency modification register is modified.
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3.2.6 Clock Modes and Freguency Ranges

The following table shows the operating modes and the associated frequency ranges for input
clocks.

Clock Input PLL Circuit  Internal Clock***®
Input CKIO
Frequency lp Ep Po Output
Mode Pin Range (MHz) PLL1 PLL2 (MHz) (MHz) (MHz) (MHz)
0,1 EXTAL orcrystal 8-15.625 On On 8— 8- 8- 8-62.5
resonator** 62.5 625 31.25
Off On 8- 8- 8- 8-62.5
62.5 62,5 31.25
On Off 8- 8— 8— 8-15.625
62.5 15.625 15.625
1-31.25 Off Off 1- 1- 1- 1-31.25
31.25 31.25 31.25
2 8-15.625 Off On 8- 8— 8— 8-62.5
625 625 31.25
1-31.25 Off 1- 1- 1- 1-31.25
31.25 31.25 31.25
3 8-15.625 On 8- 8— 8— —
625 625 31.25
1-31.25 Off 1- 1- 1-
31.25 31.25 31.25
4,5 CKIO 16-31.25 On Off 16— 16— 16— —
62.5 31.25 31.25
1-31.25 Off 1- 1- 1-
31.25 31.25 31.25
6 1-31.25 Off 1- 1- 1-

31.25 31.25 31.25

Notes: 1. When a crystal resonator is used, set the frequency in the range of 8 to 15.625 MHz.

2. Set the frequency modification register so that the frequency of all internal clocks is 1
MHz or higher.

3. Use internal clock frequencies such that o= E@ = Pg.
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327 Notes on Board Design

When Using an External Crystal Oscillator: Place the crystal resonator, capacitors CL1 and
CL2, and damping resistor R close to the EXTAL and XTAL pins. To prevent induction from
interfering with correct oscillation, use acommon grounding point for the capacitors connected to
the resonator, and do not locate awiring pattern near these components.

Figure 3.5 shows an example of the oscillator circuit. Thisis asample oscillator circuit and in the
actual system, the values shown in the figure are affected by the environment such as noise, power
supply characteristics, or wiring patterns. These values cannot be guaranteed and should be used
as reference values. To determine the optimum oscillator circuit constants for the user system,
please consult with the crystal resonator manufacturer.

Avoid crossing

signal lines

fffffffffffffff 7‘ CL1, CL2 =20t0 22 pF
| R=0Q

: Oscillation frequency:
‘ 15.625 MHz
I

|

|

1

Crystal resonator:
HC-49/u manufactured by
KYUSHU DENTSU CO., LTD.

Note: The values for CL1, CL2, and the damping resistance should be determined after
consultation with the crystal resonator manufacturer.

Figure3.5 Pointsfor Attention when Using Crystal Resonator

Bypass Capacitors: Asfar aspossible, insert alaminated ceramic capacitor of 0.01t0 0.1 pFasa
bypass capacitor for each Vsg/Vcc pair. Mount the bypass capacitors as close as possible to the
LSl power supply pins, and use components with afrequency characteristic suitable for the LS|
operating frequency, as well as a suitable capacitance value.

1. Vso/Vc parsfor FP-208C and FP-208CV
a PLL system: 9-12
b. 3V digital system: 20-18, 26-22, 35-33, 45-42, 52-50, 60-58, 61-67, 69-66, 78-76,
79-81, 91-89, 101-99, 112-109, 113-110, 114-116, 130-132, 149-146,
150-147
c. 5V digital system: 157-155, 169-167, 181-179, 191-193, 202-200
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2. Vsg/Vc pairsfor BP-240A and BP-240AV
El, F1, F2, F4

a PLL system:
b. 3V digital system: H4-H2, K1-J32, N4-M2, T3-P1, W1-V1, V5-U4, W5-U6, V7-T6,

V10-V9, U10-W10, W13-U13, W17-W16, T17-U19, R19-R18,
U17-R16, L17-K17, E17-F17, F18-E19

c. 5V digital system: B18-B19, B14-C15, D11-A11, B8-C7, C4-C5

When Usinga PLL Oscillator Circuit: Keep the wiring short from the PLL V¢ and Vss

connection pattern to the power supply pins, and make the pattern width large, to minimize the
inductance component. Ground the oscillation stabilization capacitors C1 and C2to Vss (PLL1)
and Vs (PLL2), respectively. Place C1 and C2 close to the CAP1 and CAP2 pins and do not

locate awiring pattern in the vicinity.

Avoid crossing

Vee (PLL)

CAP1

CAP2

Vss (PLL)

signal lines

Vee

Vss

Power supply

Reference values
C1 =470 pF
C2 =470 pF

3.3

Pins MD3 and MD4 are used to specify the bus width of the CS0 area. The pin combination and
functions are listed in table 3.6. Do not switch the MD4 and MD3 pins while they are operating.

Figure3.6 Poaintsfor Attention when Using PLL Oscillator Circuit

Bus Width of the CSO Area

Switching them will cause operating errors.

Table3.6 BusWidth of the CS0 Area

Pin
MD4 MD3 Function
0 0 8-bit bus width selected
0 1 16-bit bus width selected
1 0 32-bit bus width selected
1 1 Setting prohibited
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Section 4 Exception Handling

4.1 Overview

411 Types of Exception Handling and Priority Order

Exception handling is initiated by four sources: resets, address errors, interrupts, and instructions
(table 4.1). When several exception sources occur simultaneously, they are accepted and processed
according to the priority order shown in table 4.1.
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Table4.1

Types of Exception Handling and Priority Order

Exception Source Priority
Reset Power-on reset High
A
Manual reset
Address CPU address error
error DMA address error (DMAC and E-DMAC)
Interrupt NMI
User break

High-performance user debugging interface (H-UDI)

External interrupts (IRL1 to IRL15, IRQO to IRQ3 (set with IRL3, IRL2,
IRL1, IRLO pins))

On-chip peripheral modules Direct memory access controller (DMAC)
Watchdog timer (WDT)

Compare match interrupt (part of the bus
state controller)

Ethernet controller (EtherC) and Ethernet
controller direct memory access controller
(E-DMAC)

16-bit free-running timer (FRT)

Serial communication interface with FIFO
(SCIF)

16-bit timer pulse unit (TPU)
Serial /0 (SIO)

Instructions Trap instruction (TRAPA)

General illegal instructions (undefined code)

v
lllegal slot instructions (undefined code placed directly following a delayed Low
branch instruction** or instructions that rewrite the PC*Z)

Notes: 1.

Delayed branch instructions: JMP, JSR, BRA, BSR, RTS, RTE, BF/S, BT/S, BSRF,
BRAF

Instructions that rewrite the PC: JMP, JSR, BRA, BSR, RTS, RTE, BT, BF, TRAPA,
BF/S, BT/S, BSRF, BRAF
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41.2 Exception Handling Oper ations

Exception handling sources are detected, and exception handling started, according to the timing
shown in table 4.2.

Tabled4.2 Timing of Exception Source Detection and Start of Exception Handling

Exception Source Timing of Source Detection and Start of Handling
Reset Power-on reset Starts when the NMI pin is high and the RES pin changes from
low to high
Manual reset Starts when the NMI pin is low and the RES pin changes from
low to high
Address error Detected when instruction is decoded and starts when the

previous executing instruction finishes executing

Interrupts Detected when instruction is decoded and starts when the
previous executing instruction finishes executing

Instructions  Trap instruction Starts from the execution of a TRAPA instruction

General illegal Starts from the decoding of undefined code anytime except after
instructions a delayed branch instruction (delay slot)

lllegal slot Starts from the decoding of undefined code placed directly
instructions following a delayed branch instruction (delay slot) or of an

instruction that rewrites the PC

When exception handling starts, the CPU operates as follows:

1. Exception handling triggered by reset

Theinitial values of the program counter (PC) and stack pointer (SP) are fetched from the
exception vector table (PC and SP are respectively addresses H'00000000 and H'00000004 for
apower-on reset and addresses H'00000008 and H'0000000C addresses for a manual reset).
See section 4.1.3, Exception Vector Table, for more information. O is then written to the vector
base register (VBR) and 1111 iswritten to the interrupt mask bits (13 to 10) of the status
register (SR). The program begins running from the PC address fetched from the exception
vector table.

2. Exception handling triggered by address errors, interrupts, and instructions
SR and PC are saved to the stack address indicated by R15. For interrupt exception handling,
the interrupt priority level is written to the SR’ s interrupt mask bits (13 to 10). For address error
and instruction exception handling, the I3 to 10 bits are not affected. The start address is then
fetched from the exception vector table and the program begins running from that address.
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413 Exception Vector Table

Before exception handling begins, the exception vector table must be written in memory. The
exception vector table stores the start addresses of exception service routines. (The reset exception
table holds the initial values of PC and SP.)

All exception sources are given different vector numbers and vector table address offsets, from
which the vector table addresses are calculated. In exception handling, the start address of the
exception service routine is fetched from the exception vector table as indicated by the vector table
address.

Table 4.3 lists the vector numbers and vector table address offsets. Table 4.4 shows vector table
address calculations.

Table4.3 (a) Exception Vector Table

Vector Vector Table Address
Exception Source Number  Offset Vector Address
Power-on reset PC 0 H'00000000—H'00000003 Vector number x 4
SP 1 H'00000004—H'00000007
Manual reset PC 2 H'00000008—-H'0000000B
SP 3 H'0000000C—H'0000000F
General illegal instruction 4 H'00000010-H'00000013 VBR + (vector
(Reserved by system) 5 H'00000014-H'00000017 ~ "umber x4)
Slot illegal instruction 6 H'00000018-H'0000001B
(Reserved by system) 7 H'0000001C-H'0000001F
8 H'00000020-H'00000023
CPU address error 9 H'00000024—-H'00000027
DMA address error (DMAC and 10*° H'00000028—-H'0000002B
E-DMAC)
Interrupt NMI 11 H'0000002C—H'0000002F
User break 12 H'00000030-H'00000033
H-UDI 13 H'00000034-H'00000037
(Reserved by system) 14 H'00000038-H'0000003B
31 H'0000007C—H'0000007F
Trap instruction (user vector) 32 H'00000080—-H'00000083
63 H'000000FC—H'000000FF
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Table4.3 (b) Exception Processing Vector Table (IRQ Mode)

Vector Vector Table Address

Exception Source Number  Offset Vector Addresses
Interrupt IRQO 64*2 H'00000100-H'00000103

IRQ1 65"° H'00000104-H'00000107

IRQ2 66*2 H'00000108-H'0000010B

IRQ3 67*2 H'0000010C—-H'0000010F

On-chip 0** H'00000000—-H'00000003

peripheral _

module*® 4

127 H'000001FC—-H'000001FF

Table4.3(c) Exception Processing Vector Table (IRL Mode)

Vector Vector Table Address
Exception Source Number  Offset Vector Addresses
Interrupt IRL1*! 64*2 H'00000100-H'00000103  VBR + (vector

IRL2* 65*2 H'00000104-H'00000107  number x 4)
IRL3*?
IRL4*? 66*2 H'00000108-H'0000010B
IRL5*?
IRL6*? 67*2 H'0000010C—H'0000010F
IRL7*?
IRL8*? 68*2 H'00000110-H'00000113
IRLO*?
IRL10*? 69*2 H'00000114—H'00000117
IRL11*?
IRL12*? 70*2 H'00000118-H'0000011B
IRL13*?
IRL14*? 71%2 H'0000011C—H'0000011F
IRL15*?
On-chip 0** H'00000000—H'00000003
peripheral _
module** 4

127 H'000001FC—~H'000001FF

Notes: 1. When 1110 is input to the IRL3, IRL2, IRL1, and IRLO pins, an IRL1 interrupt results.
When 0000 is input, an IRL15 interrupt results.

2. External vector number fetches can be performed without using the auto-vector
numbers in this table.
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3. The vector numbers and vector table address offsets for each on-chip peripheral
module interrupt are given table 5.4, Interrupt Exception Vectors and Priorities, in
section 5, Interrupt Controller.

4. Vector numbers are set in the on-chip vector number register. See section 5.3, Register
Descriptions, in section 5, Interrupt Controller, and section 11, Direct Memory Access
Controller, for more information.

5. The same vector number, 10, is generated for a DMAC DMA address error and an E-
DMAC DMA address error. (See table 4.3 (a).)

Both the address error flag (AE) in the DMAC’s DMA operation register (DMAOR) and
the address error control bit (AEC) in the E-DMAC’s E-DMAC operation control register
(EDOCR) must therefore be read in the exception service routine to determine which
DMA address error has occurred.

Table4.4 Calculating Exception Vector Table Addresses

Exception Source Vector Table Address Calculation

Power-on reset (Vector table address) = (vector table address offset)
Manual reset = (vector number) x 4

Other exception handling (Vector table address) = VBR + (vector table address offset)

=VBR + (vector number) x 4

Note: VBR: Vector base register
Vector table address offset: See table 4.3.
Vector number: See table 4.3.
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4.2 Resets

421 Types of Resets

Resets have the highest priority of any exception source. There are two types of resets. manual
resets and power-on resets. As table 4.5 shows, both types of resets initialize the internal status of
the CPU. In power-on resets, al registers of the on-chip peripheral modules are initialized; in
manual resets, registers of all on-chip peripheral modules except the bus state controller (BSC),
user break controller (UBC), pin function controller (PFC), and frequency modification register
(FMR) areinitialized. (Use the power-on reset when turning the power on.)

Tabled45 Typesof Resets

Conditions for

Transition to Reset Status Internal Status
Type NMI Pin RES Pin CPU On-Chip Peripheral Modules
Power-on reset  High Low Initialized  Initialized
Manual reset Low Low Initialized Initialized except for BSC, UBC,

PFC, and frequency modification
register (FMR)

4.2.2 Power-On Reset

When the NMI pin is high and the RES pin is driven low, the device performs a power-on reset.
For areliable reset, the RES pin should be kept low for at least the duration of the oscillation
settling time (when the PLL circuit is halted) or for 20t (when the PLL circuit is running).
During a power-on reset, the CPU’ sinternal state and all on-chip peripheral module registers are
initialized. See Appendix B, Pin States, for the state of individual pinsin the power-on reset state.

In apower-on reset, power-on reset exception handling starts when the NMI pinis kept high and
the RES pinisfirst driven low for aset period of time and then returned to high. The CPU will
then operate as follows:

1. Theinitial value (execution start address) of the program counter (PC) isfetched from the
exception vector table.

2. Theinitia value of the stack pointer (SP) isfetched from the exception vector table.

3. Thevector baseregister (VBR) is cleared to H'00000000 and the interrupt mask bits (I3 to 10)
of the status register (SR) are set to H'F (1111).

4. The values fetched from the exception vector table are set in the program counter (PC) and
stack pointer (SP), and the program begins executing.
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423 Manual Reset

When the NMI pin is low and the RES pin is driven low, the device executes a manual reset. For a
reliable reset, the RES pin should be kept low for at least 20 clock cycles. During a manual reset,
the CPU’sinternal stateisinitialized. All on-chip peripheral module registers areinitialized,
except for the bus state controller (BSC), user break controller (UBC), and pin function controller
(PFC) registers, and the frequency modification register (FMR). When the chip enters the manual
reset state in the middle of a bus cycle, manual reset exception handling does not start until the bus
cycle has ended. Thus, manual resets do not abort bus cycles. See appendix B, Pin States, for the
state of individual pinsin the manual reset state.

In amanual reset, manual reset exception handling starts when the NMI pin is kept low and the

RES pinisfirst kept low for aset period of time and then returned to high. The CPU will then
operate in the same way as for a power-on reset.

4.3 AddressErrors

43.1 Sourcesof AddressErrors

Address errors occur when instructions are fetched or dataread or written, as shown in table 4.6.
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Tabled4.6 BusCyclesand AddressErrors
Bus Cycle
Bus
Type Master  Bus Cycle Description Address Errors
Instruction CPU Instruction fetched from even address None (normal)
fetch Instruction fetched from odd address Address error
occurs
Instruction fetched from other than on-chip peripheral None (normal)
module space
Instruction fetched from on-chip peripheral module Address error
space occurs
Data CPUor Word data accessed from even address None (normal)
read/write DMAC, Word data accessed from odd address Address error
E-DMAC

occurs

Longword data accessed from a longword boundary

None (normal)

Longword data accessed from other than a longword
boundary

Address error
occurs

Access of cache purge space, address array read/write
space, on-chip peripheral module space, or
synchronous DRAM mode setting space by PC-relative
addressing

Address error
occurs

Access of cache purge space, address array read/write
space, data array read/write space, on-chip peripheral
module space, or synchronous DRAM mode setting
space by a TAS.B instruction

Address error
occurs

Byte, word, or longword data accessed in on-chip
peripheral module space at addresses H'FFFFFCOO0 to
H'FFFFFCFF

None (normal)

Longword data accessed in on-chip peripheral module
space at addresses H'FFFFFEOQO to H'FFFFFEFF

Address error
occurs

Word or byte data accessed in on-chip peripheral
module space at addresses H'FFFFFEQO to
H'FFFFFEFF

None (normal)

Byte data accessed in on-chip peripheral module space
at addresses H'FFFF0000 to H'FFFFFOFF or
H'FFFFFFO0 to H'FFFFFFFF

Address error
occurs

Word or longword data accessed in on-chip peripheral
module space at addresses H'FFFF0000 to
H'FFFFFOFF or H'FFFFFFOO0 to H'FFFFFFFF

None (normal)

Notes: 1. Address errors do not occur during the synchronous DRAM mode register write cycle.
2. 16-byte DMAC transfers use longword accesses.
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432 AddressError Exception Handling

When an address error occurs, address error exception handling begins after the end of the bus
cycle in which the error occurred and completion of the executing instruction. The CPU operates
asfollows:

1. The gtatusregister (SR) is saved to the stack.

2. The program counter (PC) is saved to the stack. The PC value saved is the start address of the
instruction to be executed after the last instruction executed .

3. The exception service routine start addressis fetched from the exception vector table entry that
corresponds to the address error that occurred, and the program starts executing from that
address. The jump that occurs is not a delayed branch.

Note: The same vector number, 10, is generated for aDMAC DMA address error and an E-
DMAC DMA address error. (Seetable 4.3 (a).)

Both the address error flag (AE) in the DMAC’'s DMA operation register (DMAOR) and
the address error control hit (AEC) in the E-DMAC’s E-DMAC operation control register
(EDOCR) must therefore be read in the exception service routine to determine which
DMA address error has occurred.
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4.4 Interrupts

441 Interrupt Sources

Table 4.7 shows the sources that initiate interrupt exception handling. These are divided into NMI,
user breaks, H-UDI, IRL, IRQ, and on-chip peripheral modules.

Tabled4.7 Typesof Interrupt Sources

Type Request Source Number of Sources
NMI NMI pin (external input) 1
User break User break controller (UBC) 1
H-UDI High-performance user debugging interface 1
(H-uDI)
IRL IRL1 to IRL15 (external input) 15
IRQ IRQO to IRQ3 (external input) 4

On-chip peripheral module  Direct memory access controller (DMAC)

Ethernet controller (EtherC) and Ethernet
controller direct memory access controller
(E-DMAC)

16-bit free-running timer (FRT)
Watchdog timer (WDT)

Bus state controller (BSC)
Serial /0 (SIO)

Serial communication interface with FIFO
(SCIF)

16-bit timer pulse unit (TPU) 13

AP P W

Each interrupt source is allocated a different vector number and vector table address offset. See
table 5.4, Interrupt Exception Vectors and Priority Order, in section 5, Interrupt Controller, for
more information.
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442 Interrupt Priority Levels

The interrupt priority order is predetermined. When multiple interrupts occur simultaneously, the
interrupt controller (INTC) determines their relative priorities and begins exception handling
accordingly.

The priority order of interruptsis expressed as priority levels 0 to 16, with priority 0 the lowest
and priority 16 the highest. The NMI interrupt has priority 16 and cannot be masked, so it is
always accepted. The user break interrupt priority level is 15 and IRL interrupts have priorities of
1 to 15. On-chip peripheral module interrupt priority levels can be set freely usingthe INTC's
interrupt priority level setting registers A to E (IPRA to IPRE) as shown in table 4.8. The priority
levelsthat can be set are 0 to 15. Level 16 cannot be set. For more information on IPRA to IPRE,
see sections 5.3.1, Interrupt Priority Level Setting Register A (IPRA), to 5.3.5, Interrupt Priority
Level Setting Register E (IPRE).

Table4.8 Interrupt Priority Order

Type Priority Level Comment

NMI 16 Fixed priority level. Cannot be masked

User break 15 Fixed priority level

H-UDI 15 Fixed priority level

IRL 1to 15 Set with TIRL3 to TRLO pins

IRQ 0to 15 Set with interrupt priority level setting register C
(IPRC)

On-chip peripheral module 0 to 15 Set with interrupt priority level setting registers A, B,

D, and E (IPRA, IPRB, IPRD, IPRE)

4.4.3 Interrupt Exception Handling

When an interrupt occurs, its priority level is ascertained by the interrupt controller (INTC). NMI
is aways accepted, but other interrupts are only accepted if they have a priority level higher than
the priority level set inthe interrupt mask bits (13 to 10) of the status register (SR).

When an interrupt is accepted, exception handling begins. In interrupt exception handling, the
CPU saves SR and the program counter (PC) to the stack. The priority level value of the accepted
interrupt is written to SR bits I3 to 10. For NMI, however, the priority level is 16, but the value set
in13to 10isH'F (level 15). Next, the start address of the exception service routine is fetched from
the exception vector table for the accepted interrupt, that addressis jumped to and execution
begins. For more information about interrupt exception handling, see section 5.4, Interrupt
Operation.
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4.5 Exceptions Trigger ed by Instructions

451 Instruction-Triggered Exception Types

Exception handling can be triggered by atrap instruction, general illegal instruction or illegal slot
instruction, as shown in table 4.9.

Tabled4.9 Typesof Exceptions Triggered by Instructions

Type Source Instruction Comment

Trap instruction  TRAPA —

lllegal slot Undefined code placed Delayed branch instructions: JMP, JSR,
instruction immediately after a delayed BRA, BSR, RTS, RTE, BF/S, BT/S, BSRF,

branch instruction (delay slot) BRAF
and instructions that rewrite the  |,qtrctions that rewrite the PC: JMP, JSR,

PC BRA, BSR, RTS, RTE, BT, BF, TRAPA,
BF/S, BT/S, BSRF, BRAF
General illegal Undefined code anywhere —
instruction besides in a delay slot

45.2 Trap Instructions

When aTRAPA instruction is executed, trap instruction exception handling starts. The CPU
operates as follows:

1. The gatusregister (SR) is saved to the stack.

2. The program counter (PC) is saved to the stack. The PC value saved is the start address of the
instruction to be executed after the TRAPA instruction.

3. The exception service routine start address is fetched from the exception vector table entry that

corresponds to the vector number specified by the TRAPA instruction. That addressis jumped
to and the program starts executing. The jump that occurs is not a delayed branch.
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45.3 Illegal Slot Instructions

An instruction placed immediately after a delayed branch instruction is said to be placed in a delay
slot. If the instruction placed in the delay slot is undefined code, illegal slot exception handling
begins when the undefined code is decoded. Illegal slot exception handling is also started when an
instruction that rewrites the program counter (PC) is placed in adelay slot. The exception handling
starts when the instruction is decoded. The CPU handles anillegal slot instruction as follows:

1. The gtatusregister (SR) is saved to the stack.

2. The program counter (PC) is saved to the stack. The PC value saved is the jump address of the
delayed branch instruction immediately before the undefined code or the instruction that
rewritesthe PC.

3. The exception service routine start address is fetched from the exception vector table entry that
corresponds to the exception that occurred. That address is jumped to and the program starts
executing. The jump that occursis not adelayed branch.

454 General Illegal Instructions

When undefined code placed anywhere other than immediately after a delayed branch instruction
(i.e., in adelay slot) isdecoded, general illegal instruction exception handling starts. The CPU
handles general illegal instructionsin the same way asillegal slot instructions. Unlike processing
of illegal slot instructions, however, the program counter value saved is the start address of the
undefined code.
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4.6 When Exception Sources Are Not Accepted

When an address error or interrupt is generated after a delayed branch instruction or interrupt-
disabled ingtruction, it is sometimes not immediately accepted but is stored instead, as described in
table 4.10. When this happens, it will be accepted when an instruction for which exception
acceptanceis possible is decoded.

Table4.10 Exception Source Generation Immediately after a Delayed Branch I nstruction
or Interrupt-Disabled Instruction

Exception Source

Point of Occurrence Address Error Interrupt

Immediately after a delayed branch instruction** Not accepted Not accepted
Immediately after an interrupt-disabled instruction*? Accepted Not accepted
A repeat loop comprising up to three instructions (instruction Not accepted Not accepted

fetch cycle not generated)

First instruction or last three instructions in a repeat loop
containing four or more instructions

Fourth from last instruction in a repeat loop containing four or Accepted Not accepted
more instructions

Notes: 1. Delayed branch instructions: JMP, JSR, BRA, BSR, RTS, RTE, BF/S, BT/S, BSRF,
BRAF
2. Interrupt-disabled instructions: LDC, LDC.L, STC, STC.L, LDS, LDS.L, STS, STS.L

46.1 Immediately after a Delayed Branch Instruction

When an ingtruction placed immediately after a delayed branch instruction (delay slot) is decoded,
neither address errors nor interrupts are accepted. The delayed branch instruction and the
instruction located immediately after it (delay slot) are always executed consecutively, so no
exception handling occurs between the two.

4.6.2 Immediately after an Interrupt-Disabled I nstruction

When an instruction immediately following an interrupt-disabled instruction is decoded, interrupts
are not accepted. Address errors are accepted.
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46.3 Instructionsin Repeat L oops

If arepeat loop comprises up to three ingtructions, neither exceptions nor interrupts are accepted.
If arepeat loop contains four or more instructions, neither exceptions nor interrupts are accepted
during the execution cycle of the first instruction or the last three ingtructions. If arepeat loop
contains four or more instructions, address errors only are accepted during the execution cycle of
the fourth from last instruction. For more information, see the SH-1/SH-2/SH-DSP Programming
Manual.

A. All interrupts and address errors are accepted.
B. Address errors only are accepted.
C. No interrupts or address errors are accepted.

When RC =1
(1) One instruction (2) Two instructions (3) Three instructions
) < A ) < A ) < A
|nstr0‘_B |nstr0hB |nstrOHB
Start (End):instrlgC Start:instrlHC Start:instrlkC
instrZHA End: instrZHC inStrsz
|nstr3k A End: fnstr3k c
instr4 A
(4) Four or more instructions
] < A
fnStrO ~ A or C(onreturn from instr n)
Start:instrl
< A
f < A
? nstr n-3 . B
? nstr n-2 e
' ?nstr n-1 e
End: fnstr n . C
instr n+l _ A
When RC =0

All interrupts and address errors are accepted.

Figure4.1 Interrupt Acceptance Restrictionsin Repeat Mode
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4.7 Stack Status after Exception Handling
The status of the stack after exception handling endsis as shown in table 4.11.

Table4.11 Stack Statusafter Exception Handling

Type Stack Status

Address error SP - Address of instruction after executed instruction 32 bits
SR 32 bits

Trap instruction SP - Address of instruction after TRAPA instruction 32 bits
SR 32 hits

General illegal instruction SP -  Start address of illegal instruction 32 hits
SR 32 bits

Interrupt SP _ Address of instruction after executed instruction 32 bits
SR 32 bits

lllegal slot instruction SP - Jump destination address of delayed branch instruction 32 bits
SR 32 hits
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4.8 Usage Notes

4.8.1 Value of Stack Pointer (SP)

The value of the stack pointer must always be a multiple of four, otherwise an address error will
occur when the stack is accessed during exception handling.

4.8.2 Value of Vector Base Register (VBR)

The value of the vector base register must always be a multiple of four, otherwise an address error
will occur when the vector table is accessed during exception handling.

4.8.3 Address Errors Caused by Stacking of Address Error Exception Handling

If the stack pointer value is not amultiple of four, an address error will occur during stacking of
the exception handling (interrupts, etc.). Address error exception handling will begin after the
original exception handling ends, but address errors will continue to occur. To ensure that address
error exception handling does not go into an endless loop, no address errors are accepted at that
point. This alows program control to be shifted to the address error exception service routine and
enables error handling to be carried out.

When an address error occurs during exception handling stacking, the stacking bus cycle (write) is
executed. In stacking of the status register (SR) and program counter (PC), the SP is decremented
by 4 for both, so the value of SP will not be amultiple of four after the stacking either. The
address value output during stacking is the SP value, so the address where the error occurred is
itself output. This means that the write data stacked will be undefined.

484 Manual Reset during Register Access

Do not initiate a manual reset during access of a bus state controller (BSC), user break controller
(UBC), or pin function controller (PFC) register, or the frequency modification register (FMR),
otherwise awrite error may resullt.
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Section 5 Interrupt Controller (INTC)

51 Overview

The interrupt controller (INTC) ascertains the priority order of interrupt sources and controls
interrupt requests to the CPU. The INTC has registers for setting the priority of each interrupt
which alow the user to set the order of priority in which interrupt requests are handled.

511 Features

The INTC has the following features:

Sixteen interrupt priority levels can be set

By setting the five interrupt priority registers, the priorities of on-chip peripheral module
interrupts can be selected at 16 levels for different request sources.

Vector numbers for on-chip peripheral module interrupt can be set

By setting the 24 vector number setting registers, the vector numbers of on-chip peripheral
module interrupts can be set to values from 0 to 127 for different request sources.

The IRL interrupt vector number setting method can be selected: Either of two modes can be
selected by aregister setting: auto-vector mode in which vector numbers are determined
internally, and external vector mode in which vector numbers are set externally.

IRQ interrupt settings can be made (low level, rising-, falling-, or both-edge detection)
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512

Block Diagram

Figure 5.1 shows a block diagram of the INTC.

|
NM| ——»

>
TR3-IR0 ———> >
A3-A0 +————1 npuy <]
[ output [€
IVECF 'I control  |e—
—D0 —+———
D7-D0 — | 5>
| | Interrupt request
| |
: A Priority |
| decision |
| ’
UBC : (Interrupt request) N logic i
H-UDI : (Interrupt request) N : -
DMAC : (Interrupt request) > :
ERT : (Interrupt request) > :
WDT : (:n:errup: reques:) > :
REF : (Interrupt request) > :
SCIF : (Interrupt request) N |
nterrupt reques |
TPU :EI t pt ! t; > |
nterrupt reques |
SI0 — P req > |
E-DMAC I (Interrupt request) _ |
. - |
(Including EtherC | :
interrupt) | |
| ¢ |
| |
Lo |
|
| |
| IRQCSR IPRA-IPRE !
| | g
I NE:
| 1|8
! Bus o
| Module bus interface @ =
I | @
| e
| |
| (g
| =1
| VCRWDTI L |2
! _Il Vector N| @ Vector
| —I number > £ | \_number DMAC
: VCRWDT, VCRA-VCRU 1| €
L E
TR INTC-
UBC: User break controller E-DMAC: Ethernet controller direct memory
H-UDI: High-performance user debugging interface access controller
DMAC: Direct memory access controller EtherC: Ethernet controller
FRT:  16-bit free-running timer ICR: Interrupt control register
WDT: Watchdog timer IRQCSR: IRQ control/status register
REF: Refresh request within bus state controller IPRA-IPRE: Interrupt priority level setting
SCIF:  Serial communication interface with FIFO registers A—E
TPU:  16-bit timer pulse unit VCRWDT: Vector number setting register WDT
SIO:  Serial I/O VCRA-VCRU: Vector number setting registers A—U

SR: Status register

Figure5.1 INTC Block Diagram
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51.3 I nput/Output Pins

Table 5.1 shows the INTC pin configuration.

Table5.1 Pin Configuration

Name Abbreviation /O Function

Nonmaskable interrupt input pin ~ NMI Input  Input of nonmaskable interrupt request
signal

Level request interrupt input pins  IRL3to IRLO  Input  Input of maskable interrupt request
signals

Interrupt acceptance level output A3 to AO Output In external vector mode, output an

pins interrupt level signal when an IRL/IRQ
interrupt is accepted

External vector fetch pin IVECF Output Indicates external vector read cycle

External vector number input pins D7 to DO Input  Input external vector number

514 Register Configuration

The INTC hasthe 31 registers shown in table 5.2. These registers perform various INTC functions
including setting interrupt priority, and controlling external interrupt input signal detection.

Table5.2 Regigter Configuration
Initial Access

Name Abbr. R/W  Value Address Size
Interrupt priority register setting register A IPRA R/W  H'0000 H'FFFFFEE2 8, 16
Interrupt priority register setting register B IPRB R/W  H'0000 H'FFFFFE60 8, 16
Interrupt priority register setting register C IPRC R/W  H'0000 H'FFFFFEE6 8, 16
Interrupt priority register setting register D IPRD R/W  H'0000 H'FFFFFE40 8, 16
Interrupt priority register setting register E  IPRE R/W  H'0000 H'FFFFFECO 8, 16
Vector number setting register A VCRA R/W  H'0000 H'FFFFFE62 8, 16
Vector number setting register B** VCRB R/W  H'0000 H'FFFFFE64 8, 16
Vector number setting register C VCRC R/W  H'0000 H'FFFFFEG6 8, 16
Vector number setting register D VCRD R/W  H'0000 H'FFFFFEG8 8, 16
Vector number setting register E VCRE R/W  H'0000 H'FFFFFE42 8, 16
Vector number setting register F VCRF R/W  H'0000 H'FFFFFE44 8, 16
Vector number setting register G VCRG R/W  H'0000 H'FFFFFE46 8, 16
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Initial Access

Name Abbr. R/W  Value Address Size
Vector number setting register H VCRH R/W  H'0000 H'FFFFFE48 8, 16
Vector number setting register | VCRI R/W  H'0000 H'FFFFFE4A 8, 16
Vector number setting register J VCRJ R/W  H'0000 H'FFFFFE4C 8, 16
Vector number setting register K VCRK R/W  H'0000 H'FFFFFE4E 8, 16
Vector number setting register L VCRL R/W  H'0000 H'FFFFFE 50 8, 16
Vector number setting register M VCRM R/W  H'0000 H'FFFFFE52 8, 16
Vector number setting register N VCRN R/W  H'0000 H'FFFFFE54 8, 16
Vector number setting register O VCRO R/W  H'0000 H'FFFFFE56 8, 16
Vector number setting register P VCRP R/W  H'0000 H'FFFFFEC2 8, 16
Vector number setting register Q VCRQ R/W  H'0000 H'FFFFFEC4 8, 16
Vector number setting register R VCRR R/W  H'0000 H'FFFFFEC6 8, 16
Vector number setting register S VCRS R/W  H'0000 H'FFFFFEC8 8, 16
Vector number setting register T VCRT R/W  H'0000 H'FFFFFECA 8, 16
Vector number setting register U VCRU R/W  H'0000 H'FFFFFECC 8, 16
Vector number setting register WDT VCRWDT R/W  H'0000 H'FFFFFEE4 8, 16

Vector number setting register DMAO** VCRDMAO R/W  Undefined H'FFFFFFAO 32

Vector number setting register DMA1** VCRDMA1l R/W  Undefined H'FFFFFFA8 32

Interrupt control register ICR R/W  H8000/ HFFFFFEEO 8,16
H'0000**
IRQ control/status register IRQCSR R/W *2 H'FFFFFEE8 8, 16

Notes: 1. The value when the NMI pin is high is H'8000; when the NMI pin is low, it is H'0000.

2. When pins IRL3 to IRLO are high, bits 7 to 4 in IRQCSR are set to 1. When pins IRL3 to
IRLO are low, bits 7 to 4 in IRQCSR are cleared to 0. The initial value of bits other than
7t04is0.

3. Inthe SH7615, VCRB is a reserved register and must not be accessed.

4. See section 11, Direct Memory Access Controller (DMAC), for more information on
VCRDMAO, and VCRDMAL.

52 Interrupt Sources

There are five types of interrupt sources: NMI, user breaks, H-UDI, IRL/IRQ and on-chip
peripheral modules. Each interrupt has a priority expressed as apriority level (0 to 16, with O the
lowest and 16 the highest). Giving an interrupt a priority level of 0 masksit.
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521 NMI Interrupt

The NMI interrupt has priority 16 and is always accepted. Input at the NMI pin is detected by
edge. Usethe NM1 edge select bit (NMIE) in the interrupt control register (ICR) to select either
the rising or falling edge. NMI interrupt exception handling sets the interrupt mask level bits (I3 to
10) in the status register (SR) to level 15.

522 User Break Interrupt

A user break interrupt has priority level 15 and occurs when the break condition set in the user
break controller (UBC) is satisfied. User break interrupt exception handling sets the interrupt mask
level bits (13to 10) in the status register (SR) to level 15. For more information about the user
break interrupt, see section 6, User Break Controller.

523 H-UDI Interrupt

The H-UDI interrupt has a priority level of 15, and is generated when an H-UDI interrupt
instruction is serially input. H-UDI interrupt exception processing sets the interrupt mask bits (13
to 10) inthe status register (SR) to level 15. See section 17, High-Performance User Debugging
Interface (H-UDI), for details of the H-UDI interrupt.

524 IRL Interrupts

IRL interrupts are requested by input from pinsIRL3 to IRLO. Fifteen interrupts, IRL15to IRL1,
can be input externally via pins IRL3 to IRLO. The priority levels of interrupts IRL15 to IRLO are
15to 1, respectively, and their vector numbers are 71 to 64. Set the vector numbers with the
interrupt vector mode select (VECMD) bit of the interrupt control register (ICR) to enable external
input. External input of vector numbers consists of vector numbers 0 to 127 from the external
vector input pins (D7 to DO). When an external vector is used, 0 isinput to D7. Internal vectors
are called auto-vectors and vectors input externally are called external vectors. Table 5.3 lists IRL
priority levels and auto vector numbers.

When an IRL interrupt is accepted in external vector mode, the IRL interrupt level is output from
the interrupt acceptance level output pins (A3 to A0). The external vector fetch pin (IVECF) is
also asserted. The external vector number is read from pins D7 to DO at thistime.

IRL interrupt exception processing sets the interrupt mask level bits (I3 to 10) in the status register
(SR) to the priority level value of the IRL interrupt that was accepted.
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525 IRQ Interrupts

An IRQ interrupt is requested when the external interrupt vector mode select bit (EXIMD) of the
interrupt control register (ICR) isset to 1. An IRQ interrupt corresponds to input at one of pins
IRL3 to IRLO. Low-level sensing or rising/falling/both-edge sensing can be selected
independently for each pin by the IRQ sense select bits (IRQ31S to IRQO0S) in the IRQ
control/status register (IRQCSR), and apriority level of 0to 15 can be selected independently for
each pin by means of interrupt priority register C (IPRC). Set the interrupt vector mode select bit
(VECMD) of the interrupt control register (ICR) to enable external input of vector numbers.
External vector numbers are 0 to 127, and are input to the external vector input pins (D7 to DO)
during the interrupt vector fetch bus cycle. When an external vector isused, O isinput to D7.

When an IRQ interrupt is accepted in external vector mode, the IRQ interrupt priority level is
output from the interrupt acceptance level output pins (A3 to A0). The external vector fetch signal
(IVECF) is also asserted. The external vector number isread from signals D7 to DO at thistime.

IRQ interrupt exception processing sets the interrupt mask bits (13 to 10) in the status register (SR)
to the priority level value of the IRQ interrupt that was accepted.

Table5.3 IRL Interrupt Priority Levelsand Auto-Vector Numbers

— _ Pin— Priority Vector
IRL3 IRL2 IRLA1 IRLO Level Number
0 0 0 0 15 71
1 14
1 0 13 70
1 12
1 0 0 11 69
1 10
1 0 9 68
1 8
1 0 0 0 7 67
1 6
1 0 5 66
1 4
1 0 0 3 65
1 2
1 0 1 64
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An example of connections for external vector mode interruptsis shown in figure 5.2, and an
example of connections for auto-vector mode interruptsin figure 5.3.

Chip
Priority 4
Interrupt —————» e =
requests —>S encoder >| IRLO-IRL3
Y IRLO-TRL3

Vector number

<: AO-A3
generator | IVECF
circuit ~ Ve
« D
UDO—D?
< > DO-D7

Figure5.2 Example of Connectionsfor External Vector Mode I nterrupts

Chip
> 4
Interrupt ———» Priority Y P—
requests —5, encoder > IRLO-IRL3
5 IRLO-IRL3

Figure5.3 Exampleof Connectionsfor Auto-Vector Mode I nterrupts

Figures 5.4 to 5.7 show the interrupt vector fetch cycle for the external vector mode. During this

cycle, CSO to CS4 stay high. A24 to A4 output undefined values. The WAIT pin is sampled, but
programmable waits are not valid.
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5.2.6 On-chip Peripheral Module Interrupts

On-chip peripheral module interrupts are interrupts generated by the following nine on-chip
peripheral modules:

« Direct memory access controller (DMAC)

e Bus sate controller (BSC)

» Watchdog timer (WDT)

* 16-hit free-running timer (FRT)

» Ethernet controller direct memory access controller (E-DMAC) (Including EtherC interrupt)
e 16-bit timer pulse unit (TPU)

e Serial communication interface with FIFO (SCIF)

e Seria 1/O (SIO)

A different interrupt vector is assigned to each interrupt source, so the exception service routine
does not have to decide which interrupt has occurred. Priority levels between 0 and 15 can be
assigned to individual on-chip peripheral modulesin interrupt priority registers A, B, D, and E
(IPRA, IPRB, IPRD, IPRE). On-chip peripheral module interrupt exception handling sets the
interrupt mask level bits (13 to 10) in the status register (SR) to the priority level value of the on-
chip peripheral module interrupt that was accepted.

527 Interrupt Exception Vectorsand Priority Order

Table 5.4 lists interrupt sources and their vector numbers, vector table address offsets and interrupt
priorities.

Each interrupt sourceis allocated a different vector number and vector table address offset. Vector
table addresses are cal culated from vector numbers and vector table address offsets. In interrupt
exception handling, the exception service routine start address is fetched from the vector table
entry indicated by the vector table address. See table 4.4, Calculating Exception Vector Table
Addresses, in section 4, Exception Handling, for more information on this calculation.

IRL interrupts IRL15 to IRL1 have interrupt priority levels of 15to 1, respectively. IRQ interrupt
and on-chip peripheral module interrupt priorities can be set freely between 0 and 15 for each
module by setting interrupt priority registers A to E (IPRA to IPRE). The ranking of interrupt
sources for IPRA to IPRE, however, must be the order listed under Priority within IPR Setting
Unit in table 5.4 and cannot be changed. A reset assigns priority level 0 to on-chip peripheral
module interrupts. If the same priority level is assigned to two or more interrupt sources and
interrupts from those sources occur simultaneously, their priority order isthe default priority order
indicated at theright in table 5.4.
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Table5.4 (a) Interrupt Exception Vectorsand Priority Order (IRL M ode)

Interrupt Priority
Vectors Priority within
Vector Order IPR
Vector Table (Initial  IPR (Bit  Setting VCR (Bit Default
Interrupt Source  No. Address  Value) Numbers) Unit Numbers) Priority
NMI 11 VBR + 16 — — — High
User break 12 E(vz)ctor No. 15 — — — +
H-UDI 13 15 — — —
IRL15** 71%t 15 — — —
IRL14** 14 — — —
IRL13** 70** 13 — — —
IRL12** 12 — — —
IRL11** 69*! 11 — — —
IRL10** 10 — — —
IRLO** 68*1 9 — — —
IRL8** 8 — — —
IRL7** 67+ 7 — — —
IRL6** 6 — — —
IRL5** 66** 5 — — —
IRL4** 4 — — —
IRL3** 65*1 3 — — —
IRL2** 2 — — —
IRL1** 64*! 1 — — —
DMACO Transfer 0-127*2 15-0 (0) IPRA High  VCRDMAO
end (11-8) I (6-0)
Low
DMAC1 Transfer 0-127*2 15-0 (0) High VCRDMAL
end (6-0)
v
Low Low
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Interrupt Priority
Vectors Priority within
Vector Order IPR
Vector Table (Initial IPR (Bit  Setting VCR (Bit Default
Interrupt Source  No. Address  Value) Numbers) Unit Numbers) Priority
WDT ITI 0-127* VBR + 15-0 (0) IPRA High  VCRWDT High
(vector No. (7-4) (14-8) 4
x 4)
Low
REF*®  cMmI 0-127*2 15-0 (0) High  VCRWDT
(6-0)
Low
E-DMAC EINT*® 0-127*? 15-0 (0) IPRB High  VCRA (14-8)
(15-12)
Reserved VCRB (14-0)*®
Low
FRT ICI 0-127*2 15-0 (0) IPRB High  VCRC (14-8)
ocl  0-127*2 (11-8) VCRC (6-0)
oVl 0-127*2 VCRD (14-8)
Low
TPUO  TGIOA 0-127*? 15-0 (0) IPRD High  VCRE (14-8)
TGIOB  0-127*° (15-12) VCRE (6-0)
TGIOC  0-127*° VCRF (14-8)
TGIOD  0-127*2 VCRF (6-0)
TCIOV ~ 0-127*? Low  VCRG (14-8)
TPU1  TGIIA 0-127*? 15-0 (0) IPRD High  VCRH (14-8)
TGIIB  0-127*2 (11-8) VCRH (6-0)
TCllV  0-127*° VCRI (14-8)
TCIlU  0-127*° Low  VCRI (6-0)
TPU2  TGI2A  0-127*? 15-0 (0) IPRD High  VCRJ (14-8)
TGI2B  0-127*2 (7-4) VCRJ (6-0)
TCI2V  0-127*2 VCRK (14-8)
TCl2U  0-127*° Low  VCRK (6-0) Low
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Interrupt Priority

Vectors Priority within
Vector Order IPR
Vector Table (Initial IPR (Bit  Setting VCR (Bit Default
Interrupt Source  No. Address  Value) Numbers) Unit Numbers) Priority
SCIF1  ERI1 0-127*? VBR + 15-0 (0) IPRD High  VCRL (14-8) High
RXIL  0-127*2 (x"i;:mr No. (3-0) VCRL (6-0)
BRIL  0-127*2 VCRM (14-8)
TXI1 0-127*2 Low  VCRM (6-0)
SCIF2  ERI2  0-127*? 15-0 (0) IPRE High  VCRN (14-8)
RXI2  0-127*2 (15-12) VCRN (6-0)
BRI2Z  0-127*2 VCRO (14-8)
TXI2 0-127*2 Low  VCRO (6-0)
SI00 RERIO  0-127*2 15-0 (0) IPRE High  VCRP (14-8)
TERI0O  0-127*2 (11-8) VCRP (6-0)
RDFIO  0-127*2 VCRQ (14-8)
TDEIO  0-127*? Low  VCRQ (6-0)
Sio1 RERI1  0-127*? 15-0 (0) IPRE High  VCRR (14-8)
TERIL 0-127*2 (7-4) VCRR (6-0)
RDFI1  0-127*2 VCRS (14-8)
TDEIL  0-127*? Low  VCRS (6-0)
SI02 RERI2 0-127*? 15-0 (0) IPRE High  VCRT (14-8)
TERI2  0-127*2 (3-0) VCRT (6-0)
RDFI2 0-127*2 VCRU (14-8)
TDEI2  0-127*? Low  VCRU(6-0)
Reserved 128-255 — — — — — Low
Notes: 1. An external vector number fetch can be performed without using the auto-vector
numbers shown in this table. The external vector numbers are 0 to 127.
2. Vector numbers are set in the on-chip vector number register.
3. REF is the refresh control unit within the bus state controller.
4. Setto IRL1 to IRL15 or IRQO to IRQ3 by the EXIMD bit in ICR.
5. Inthe SH7615, VCRB is a reserved register and must not be accessed.
6. The E-DMAC interrupt (EINT) is the OR of those of the 19 interrupt sources in the

EtherC/E-DMAC status register (EESR) that are enabled by the EtherC/E-DMAC status
interrupt permission register (EESIPR). As the three status bits in the EtherC status
register (ECSR) can be copied into the ECI bit in EESR as an interrupt source, EINT is
input to the INTC as the OR of a maximum of 22 interrupt sources.
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Table5.4 (b) Interrupt Exception Vectorsand Priority Order (IRQ Mode)

Interrupt Priority
Vectors Priority within
Vector  order PR _
Vector Table (Initial IPR (Bit Setting VCR (Bit Default
Interrupt Source  No. Address Value) Numbers) ynit Numbers) Priority
NMI 11 VBR + 16 — — — High
User break 12 E(vz)ctor No. 15 — — — 4
H-UDI 13 15 — — —
IRQO** 64! 15-0 (0) IPRC — —
(15-12)
IRQ1** 65" 15-0 (0) IPRC — —
(11-8)
IRQ2** 66" 15-0 (0) IPRC — —
(7-4)
IRQ3** 67! 15-0 (0) IPRC — —
(3-0)
DMACO Transfer 0-127*2 15-0 (0) IPRA High  VCRDMAO
end (11-8) I (6-0)
Low
DMAC1 Transfer 0-127*2 15-0 (0) High  VCRDMA1
end I (6-0)
Low
WwDT ITI 0-127** 15-0 (0) IPRA High  VCRWDT
(7-4) I (14-8)
Low
REF*®  cMI 0-127*2 15-0 (0) High  VCRWDT
(6-0)
v
Low Low
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Interrupt Priority
Vectors Priority within
Vector Order IPR
Vector Table (Initial IPR (Bit Setting VCR (Bit Default
Interrupt Source  No. Address  Value) Numbers) Unit Numbers) Priority
E-DMAC EINT*® 0-127*% VBR + 15-0 (0) IPRB High  VCRA (14-8) High
(vector No. (15-12) A
x 4)
Reserved VCRB
*
Low (14-0)*°
FRT ICI 0-127*? 15-0 (0) IPRB High  VCRC (14-8)
OCIA/B 0-127*2 (11-8) VCRC (6-0)
oVl 0-127*2 VCRD (14-8)
Low
TPUO  TGIOA 0-127*? 15-0 (0) IPRD High  VCRE (14-8)
TGIOB  0-127*2 (15-12) VCRE (6-0)
TGIOC  0-127*2 VCRF (14-8)
TGIOD  0-127*2 VCRF (6-0)
TCIOV ~ 0-127*2 Low VCRG (14-8)
TPU1  TGIIA 0-127*? 15-0 (0) IPRD High  VCRH (14-8)
TGIIB  0-127*2 (11-8) VCRH (6-0)
TCIlV  0-127*° VCRI (14-8)
TCIIU  0-127*2 Low  VCRI (6-0)
TPU2  TGI2A  0-127*? 15-0 (0) IPRD High  VCRJ (14-8)
TGI2B  0-127*2 (7-4) VCRJ (6-0)
TCI2V  0-127*2 VCRK (14-8)
TCl2U  0-127*° Low  VCRK (6-0)
SCIF1  ERIL  0-127*? 15-0 (0) IPRD High  VCRL (14-8)
RXIL  0-127*2 (3-0) VCRL (6-0)
BRIL  0-127*2 VCRM (14-8)
TXI1 0-127*2 Low VCRM (6-0)
SCIF2  ERI2  0-127*° 15-0 (0) IPRE High  VCRN (14-8)
RXI2  0-127*2 (15-12) VCRN (6-0)
BRI2  0-127*7 VCRO (14-8) ¢
TXI2 0-127*2 Low VCRO (6-0) Low

RENESAS
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Interrupt Priority
Vectors Priority within
Vector Order IPR
Vector Table (Initial IPR (Bit Setting VCR (Bit Default

Interrupt Source  No. Address  Value) Numbers) Unit Numbers) Priority
SI00 RERIO 0-127"? VBR + 15-0 (0) IPRE High  VCRP (14-8) High

TERIO 0-127*2 (vector No. (11-8) VCRP (6-0) %

X 4) I A

RDFIO  0-127*2 VCRQ (14-8)

TDEIO  0-127*? Low VCRQ (6-0)
slo1 RERI1 0-127*2 15-0 (0) IPRE High  VCRR (14-8)

TERIL  0-127*? (7-4) VCRR (6-0)

RDFI1  0-127*2 VCRS (14-8)

TDEIL  0-127*? Low VCRS (6-0)
SI02 RERI2 0-127*? 15-0 (0) IPRE High  VCRT (14-8)

TERI2Z  0-127*° (3-0) VCRT (6-0)

RDFI2 0-127*2 VCRU (14-8)

TDEI2  0-127*° Low  VCRU(6-0) |
Reserved 128-255 — — — — — Low
Notes: 1. An external vector number fetch can be performed without using the auto-vector

o0k~ wDN

numbers shown in this table. The external vector numbers are 0 to 127.
Vector numbers are set in the on-chip vector number register.
REF is the refresh control unit within the bus state controller.
Set to IRL1 to IRL15 or IRQO to IRQ3 by the EXIMD bit in ICR.
In the SH7615, VCRB is a reserved register and must not be accessed.
The E-DMAC interrupt (EINT) is the OR of those of the 19 interrupt sources in the
EtherC/E-DMAC status register (EESR) that are enabled by the EtherC/E-DMAC status
interrupt permission register (EESIPR). As the three status bits in the EtherC status
register (ECSR) can be copied into the ECI bit in EESR as an interrupt source, EINT is
input to the INTC as the OR of a maximum of 22 interrupt sources.
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53 Register Descriptions

531 Interrupt Priority Level Setting Register A (IPRA)

Interrupt priority level setting register A (IPRA) is a 16-bit read/write register that assigns priority
levels from 0 to 15 to on-chip peripheral module interrupts. IPRA isinitialized to H'0000 by a
reset. Itisnot initialized in standby mode. Unless otherwise specified, ‘reset’ refers to both power-
on and manual resets throughout this manual.

Bitt 15 14 13 12 11 10 9 8
— — — — | DMAC A DMAC | DMAC | DMAC
IP3 P2 IP1 IPO
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R RW RW RW  RW
Bitt 7 6 5 4 3 2 1 0
WDT | WDT | WDT | WDT — — — —
IP3 P2 IP1 IPO
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W

Bits 15 to 12—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 11 to 8—Direct Memory Access Controller (DMAC) Interrupt Priority Level 3to 0
(DMACIP3 to DMACIPQ): These bits set the direct memory access controller (DMAC) interrupt
priority level. There are four bits, so levels 0 to 15 can be set. The same level is set for both two
DMAC channels. When interrupts occur simultaneously, channel 0 has priority.

Bits 7 to 4—Watchdog Timer (WDT) Interrupt Priority Level 3to 0 (WDTIP3 to WDTIPO):
These hits set the watchdog timer (WDT) interrupt priority level and bus state controller (BSC)
interrupt priority level. There are four bits, so levels 0 to 15 can be set. When WDT and BSC
interrupts occur simultaneously, the WDT interrupt has priority.

Bits 3 to 0—Reserved: These bits are always read as 0. The write value should always be 0.
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532 Interrupt Priority Level Setting Register B (IPRB)

Interrupt priority level setting register B (IPRB) is a 16-bit read/write register that assigns priority
levels from 0 to 15 to on-chip peripheral module interrupts. IPRB is initialized to H'0000 by a
reset. It is not initialized in standby mode.

Bit: 15 14 13 12 11 10 9 8
E-DMAC | E-DMAC | E-DMAC | E-DMAC
P3 P2 P1 IPO FRTIP3 | FRTIP2 | FRTIP1 | FRTIPO

Initial value: 0 0 0 0 0 0 0 0
R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0

-l -1 -1T-1=-1T-=-1=-171=

Initial value: 0 0 0 0 0 0 0 0
R/W:

Bits 15 to 12—Ethernet Controller Direct Memory Access Controller (E-DMAC) Interrupt
Priority Level 3to 0 (E-DMACIP3to E-DMACIPO): These bits set the Ethernet controller direct
memory access controller (E-DMAC) interrupt priority level. There are four bits, so levels 0 to 15
can be set.

Bits 11 to 8—16-Bit Free-Running Timer (FRT) Interrupt Priority Level 3to O (FRTIP3to
FRTIPQ): These bits set the 16-bit free-running timer (FRT) interrupt priority level. There are four
bits, so levels 0 to 15 can be set.

Bits 7 to 0—Reserved: These bits are always read as 0. The write value should always be 0.
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5.3.3 Interrupt Priority Level Setting Register C (IPRC)

Interrupt priority level setting register C (IPRC) is a 16-bit read/write register that sets the priority
levels (0 to 15) of IRQO to IRQ3 interrupts. IPRC isinitialized to H'0000 by areset. It is not
initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ IRQOIP3 \ IRQOIP2 \ IRQOIP1 \ IRQOIPO \ IRQ1IP3 \ IRQ1IP2 \ IRQ1IP1 \ IRQ1IPO \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bitt 7 6 5 4 3 2 1 0
\ IRQ2IP3 \ IRQ2IP2 \ IRQ2IP1 \ IRQ2IPO \ IRQ3IP3 \ IRQ3IP2 \ IRQ3IP1 \ IRQ3IPO \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 15 to 0—IRQO to IRQ3 Priority Level 3to 0 (IRQnIP3 to IRQNIPO, n=0to 3): These bits set
the IRQO to IRQ3 priority levels. There are four bits for each interrupt, so the value can be set
between 0 and 15.
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534 Interrupt Priority Level Setting Register D (IPRD)

Interrupt priority level setting register D (IPRD) is a 16-bit read/write register that sets the priority
levels (0 to 15) of on-chip peripheral module interrupts. IPRD isinitialized to H'0000 by areset. It
isnot initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
\TPumPﬂTpumPﬂTPumPﬂTPumPQTPUUPﬂTPUﬂPﬂTPUMPﬂTPUMPO
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
\TpumPﬂTPumP4TpumPQTpumPqSCFMPQSCFMP4SCFMPQSCFMP0
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 15 to 4—16-Bit Timer Pulse Unit 0 to 2 (TPUO to TPU2) Interrupt Priority Level 3to 0
(TPUNIP3 to TPUNIPO, n = 0to 2): These bits set the 16-bit timer pulse unit 0to 2 (TPUO to
TPU2) interrupt priority levels. There are four bits for each interrupt, so the value can be set
between 0 and 15.

Bits 3 to 0—Serial Communication Interface with FIFO 1 (SCIF1) Interrupt Priority Level 3to 0
(SCF1IP3 to SCF11P0): These bits set the serial communication interface with FIFO 1 (SCIFL)
interrupt priority level. There are four bits, so the value can be set between 0 and 15.
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535 Interrupt Priority Level Setting Register E (IPRE)

Interrupt priority level setting register E (IPRE) is a 16-bit read/write register that setsthe priority
levels (0 to 15) of on-chip peripheral module interrupts. IPRE isinitialized to H'0000 by areset. It
isnot initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
‘SCF2IP3‘SCFZIPZ‘SCF2IP1‘SCF2IPO‘ SI00IP3 \ SI00IP2 \ SI00IP1 \ SI00IPO \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
\ SI01IP3 \ SI01IP2 \ SIO1IP1 \ SI011PO \ SI021P3 \ SI021P2 \ Sl021P1 \ SI021P0 \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 15 to 12—Serial Communication Interface with FIFO 2 (SCIF2) Interrupt Priority Level 3to
0 (SCF2IP3 to SCF2IP0): These bits set the serial communication interface with FIFO 2 (SCIF2)
interrupt priority level. There are four bits, so the value can be set between 0 and 15.

Bits 11 to 0—Serial I/00to 2 (SIO0 to SIO2) Interrupt Priority Level 3to 0 (SIOnIP3 to
SIOnIPO, n = 0to 2): These hits set the serial 1/0 0to 2 (SIO0 to SIO2) interrupt priority levels.
There are four bits for each interrupt, so the value can be set between 0 and 15.

Table 5.5 shows the relationship between on-chip peripheral module interrupts and interrupt
priority level setting registers.

Table5.5 Interrupt Request Sourcesand IPRA to|PRE

Register Bits 15to 12 Bits 11to 8 Bits 7to 4 Bits 3to 0
Interrupt priority level setting Reserved DMACO, WDT, REF Reserved
register A DMAC1

Interrupt priority level setting E-DMAC FRT Reserved Reserved
register B

Interrupt priority level setting IRQO IRQ1 IRQ2 IRQ3
register C

Interrupt priority level setting TPUO TPU1 TPU2 SCIF1
register D

Interrupt priority level setting SCIF2 SI00 SI01 SI02
register E
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Astable 5.5 shows, between two and four on-chip peripheral modules are assigned to each
interrupt priority level setting register. Set the priority levels by setting the corresponding 4-bit
groups with values in the range of H'0 (0000) to H'F (1111). H'O is interrupt priority level O (the
lowest); H'F is level 15 (the highest). When two on-chip peripheral modules are assigned to the
same hits (DMACO and DMAC1, or WDT and BSC refresh control unit), those two modules have
the same priority. A reset initializes IPRA to IPRE to H'0000. They are not initialized in standby
mode.

5.3.6 Vector Number Setting Register WDT (VCRWDT)

Vector number setting register WDT (VCRWDT) is a 16-bit read/write register that setsthe WDT
interval interrupt and BSC compare match interrupt vector numbers (0 to 127). VCRWDT is
initialized to H'0000 by areset. It is not initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
‘ — ‘ WITV6 ‘ WITV5 ‘ WITV4 ‘ WITV3 ‘ WITV2 ‘ WITV1 ‘ WITVO ‘
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bitt 7 6 5 4 3 2 1 0
\ — \ BCMV6 \ BCMV5 \ BCMV4 \ BCMV3 \ BCMV2 \ BCMV1 \ BCMVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These hits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Watchdog Timer (WDT) Interval Interrupt Vector Number 6to 0 (WITV6 to
WITVO0): These bits set the vector number for the interval interrupt (1T1) of the watchdog timer
(WDT). There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—Bus State Controller (BSC) Compare Match Interrupt Vector Number 6to 0
(BCMV6to BCMVO0): These bits set the vector number for the compare match interrupt (CMI) of
the bus state controller (BSC). There are seven hits, so the value can be set between 0 and 127.
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537 Vector Number Setting Register A (VCRA)

Vector number setting register A (VCRA) is a 16-bit read/write register that sets the E-DMAC
interrupt vector numbers (0 to 127). VCRA isinitialized to H'0000 by areset. It isnot initialized

in standby mode.

Bit. 15 14 13 12 11 10 9 8
— \ EINV6 \ EINV5 \ EINV4 \ EINV3 \ EINV2 \ EINV1 \ EINVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
- [ -1 -1T-T-7T-=-7T=71=1
Initial value: 0 0 0 0 0 0 0 0
R/W:

Bits 15 and 7 to 0—Reserved: These bits are always read as 0. The write value should aways be
0.

Bits 14 to 8—Ethernet Controller Direct Memory Access Controller (E-DMAC) Interrupt Vector
Number 6to O (EINV6 to EINV0): These hits set the vector number for Ethernet controller direct
memory access controller (E-DMAC) interrupt (EINT). There are seven bits, so the value can be
set between 0 and 127.

5.3.8 Vector Number Setting Register B (VCRB)

Vector number setting register B (VCRB) is a 16-bit reserved register. Accessto thisregister is
prohibited. VCRB isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bit: 15 14 13 12 11 10 9 8

Initial value: 0 0 0 0 0 0 0 0
R/W:

Bit: 7 6 5 4 3 2 1 0

Initial value: 0 0 0 0 0 0 0 0
R/W:
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539 Vector Number Setting Register C (VCRC)

Vector number setting register C (VCRC) is a 16-bit read/write register that sets the 16-bit free-
running timer (FRT) input-capture interrupt and output-compare interrupt vector numbers (0 to
127). VCRC s initialized to H'0000 by areset. It is not initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ FICV6 \ FICV5 \ FICV4 \ FICV3 \ FICV2 \ FICV1 \ FICVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
\ — \ FOCV6 \ FOCV5 \ FOCV4 \ FOCV3 \ FOCV2 \ FOCV1 \ FOCVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—16-Bit Free-Running Timer (FRT) Input-Capture Interrupt Vector Number 6 to 0
(FICV6 to FICVO0): These bits set the vector number for the 16-bit free-running timer (FRT) input-
capture interrupt (1Cl). There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—16-Bit Free-Running Timer (FRT) Output-Compare Interrupt Vector Number 6 to O
(FOCV6 to FOCVO0): These hits set the vector number for the 16-bit free-running timer (FRT)
output-compare interrupt (OCI). There are seven bits, so the value can be set between 0 and 127.
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53.10 Vector Number Setting Register D (VCRD)

Vector number setting register D (VCRD) is a 16-bit read/write register that sets the 16-bit free-
running timer (FRT) overflow interrupt vector number (0to 127). VCRD isinitialized to H'0000
by areset. It isnot initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
— \Fovve \ FOWV5 \ FOVV4 \ FOWV3 \ FOVV2 \ FOW1 \ Fovvo\
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
- [ -1 -1T-T-7T-=-7T=71=1
Initial value: 0 0 0 0 0 0 0 0
R/W:

Bits 15 and 7 to 0—Reserved: These bits are always read as 0. The write value should aways be
0.

Bits 14 to 8—16-Bit Free-Running Timer (FRT) Overflow Interrupt VVector Number 6to 0
(FOVV6 to FOVVO0): These bits set the vector number for the 16-bit free-running timer (FRT)
overflow interrupt (OVI). There are seven bits, so the value can be set between 0 and 127.
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5311 Vector Number Setting Register E (VCRE)

Vector number setting register E (VCRE) is a 16-bit read/write register that setsthe 16-bit timer
pulse unit 0 (TPUO) TGROA and TGROB input capture/compare match interrupt vector numbers
(0to 127).

VCRE isinitialized to H'0000 by areset. It is not initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ TGOAV6 \ TGOAV5 \ TGOAV4 \ TGOAV3 \ TGOAV2 \ TGOAV1 \ TGOAVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
\ — \ TGOBV6 \ TGOBV5 \ TGOBV4 \ TGOBV3 \ TGOBV2 \ TGOBV1 \ TGOBVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—16-Bit Timer pulse unit 0 (TPUO) TGROA |nput Capture/Compare Match Interrupt
Vector Number 6 to 0 (TGOAV6 to TGOAV0): These hits set the vector number for the 16-bit
timer pulse unit 0 (TPUO) TGROA input capture/compare match interrupt. There are seven hits, so
the value can be set between 0 and 127.

Bits 6 to 0—16-Bit Timer pulse unit 0 (TPUO) TGROB Input Capture/ Compare Match Interrupt
Vector Number 6 to 0 (TGOBV6 to TGOBV0): These hits set the vector number for the 16-bit
timer pulse unit 0 (TPUQ) TGROB input capture/compare match interrupt. There are seven hits, so
the value can be set between 0 and 127.
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5312 Vector Number Setting Register F (VCRF)

Vector number setting register F (VCRF) is a 16-bit read/write register that sets the 16-bit timer
pulse unit 0 (TPUO) TGROC and TGROD input capture/compare match interrupt vector numbers
(0to 127).

VCRF isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ TGOCV6 \ TGOCV5 \ TGOCV4 \ TGOCV3 \ TGOCV2 \ TGOCV1 \ TGOCVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
\ — \ TGODV6 \ TGODV5 \ TGODV4 \ TGODV3 \ TGODV2 \ TGODV1 \ TGODVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—16-Bit Timer pulse unit 0 (TPUO) TGROC Input Capture/Compare Match Interrupt
Vector Number 6 to 0 (TGOCV6 to TGOCV0): These hits set the vector number for the 16-bit
timer pulse unit 0 (TPUO) TGROC input capture/compare match interrupt. There are seven bits, so
the value can be set between 0 and 127.

Bits 6 to 0—16-Bit Timer pulse unit 0 (TPUQ) TGROD |nput Capture/Compare Match Interrupt
Vector Number 6 to 0 (TGODV 6 to TGODV0): These hits set the vector number for the 16-bit
timer pulse unit 0 (TPUQ) TGROD input capture/compare match interrupt. There are seven bits, so
the value can be set between 0 and 127.
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53.13 Vector Number Setting Register G (VCRG)

Vector number setting register G (VCRG) is a 16-bit read/write register that sets the 16-bit timer
pulse unit 0 (TPUO) TCNTO overflow interrupt vector number (0 to 127).

VCRG isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
— \ TCOVV6 \ TCOVV5 \ TCOVV4 \ TCOVV3 \ TCOVV2 \ TCOWV1 \ TCOVVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW
Bitt 7 6 5 4 3 2 1 0
-l -1-1T-7T-=-7T=-1=-7T=1
Initial value: 0 0 0 0 0 0 0 0
R/W:

Bits 15 and 7 to 0—Reserved: These bits are always read as 0. The write value should aways be
0.

Bits 14 to 8—16-Bit Timer pulse unit 0 (TPUO) TCNTO Overflow Interrupt Vector Number 6 to O
(TCOVV6 to TVOVVO0): These hits set the vector number for the 16-bit timer pulse unit 0 (TPUO)
TCNTO overflow interrupt. There are seven bits, so the value can be set between 0 and 127.
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53.14 Vector Number Setting Register H (VCRH)

Vector number setting register H (VCRH) is a 16-bit read/write register that sets the 16-bit timer
pulse unit 1 (TPU1) TGR1A and TGRI1B input capture/compare match interrupt vector numbers
(0to 127).

VCRH isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ TG1AV6 \ TG1AV5 \ TG1AV4 \ TG1AV3 \ TG1AV2 \ TG1AV1 \ TG1AVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
\ — \ TG1BV6 \ TG1BV5 \ TG1BV4 \ TG1BV3 \ TG1BV2 \ TG1BV1 \ TG1BVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—16-Bit Timer pulse unit 1 (TPU1) TGR1A Input Capture/Compare Match Interrupt
Vector Number 6to 0 (TGLAV6 to TG1AVO0): These hits set the vector number for the 16-bit
timer pulse unit 1 (TPU1) TGR1A input capture/compare match interrupt. There are seven hits, so
the value can be set between 0 and 127.

Bits 6 to 0—16-Bit Timer pulse unit 1 (TPU1) TGR1B Input Capture/ Compare Match Interrupt
Vector Number 6 to 0 (TG1BV6 to TG1BVO0): These hits set the vector number for the 16-bit
timer pulse unit 1 (TPUL) TGR1B input capture/compare match interrupt. There are seven hits, so
the value can be set between 0 and 127.
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53.15 Vector Number Setting Register | (VCRI)

Vector number setting register | (VCRI) is a 16-bit read/write register that sets the 16-bit timer
pulse unit 1 (TPU1) TCNT1 overflow/underflow interrupt vector numbers (0 to 127).

VCRI isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
\ — \ TC1VV6 \ TC1VV5 \ TC1VV4 \ TC1VV3 \ TC1VV2 \ TC1VV1 \ TC1VVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW
Bitt 7 6 5 4 3 2 1 0
— \ TC1UV6 \ TC1UV5 \ TC1UV4 \ TC1UV3 \ TC1UV2 \ TC1UV1 \ TC1UVO
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These hits are aways read as 0. The write value should always be 0.

Bits 14 to 8—16-Bit Timer pulse unit 1 (TPU1) TCNT1 Overflow Interrupt Vector Number 6 to O
(TC1VV6 to TC1IVVO): These bits set the vector number for the 16-bit timer pulse unit 1 (TPU1)
TCNT21 overflow interrupt. There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—16-Bit Timer pulse unit 1 (TPU1) TCNT1 Underflow Interrupt Vector Number 6 to O
(TCLUV6 to TC1UVO0): These bits set the vector number for the 16-bit timer pulse unit 1 (TPU1)
TCNT21 underflow interrupt. There are seven bits, so the value can be set between 0 and 127.
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53.16 Vector Number Setting Register J (VCRJ)

Vector number setting register J(VCRJ) is a 16-bit read/write register that sets the 16-bit timer
pulse unit 2 (TPU2) TGR2A and TGR2B input capture/compare match interrupt vector numbers
(0to 127).

VCRJisinitialized to H'0000 by areset. It is not initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ TG2AV6 \ TG2AV5 \ TG2AVA \ TG2AV3 \ TG2AV2 \ TG2AV1 \ TG2AV0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
— \ TG2BV6 \ TG2BV5 \ TG2BV4 \ TG2BV3 \ TG2BV2 \ TG2BV1 \ TG2BVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—16-Bit Timer pulse unit 2 (TPU2) TGR2A |nput Capture/Compare Match Interrupt
Vector Number 6 to 0 (TG2AV6 to TG2AV0): These hits set the vector number for the 16-bit
timer pulse unit 2 (TPU2) TGR2A input capture/compare match interrupt. There are seven hits, so
the value can be set between 0 and 127.

Bits 6 to 0—16-Bit Timer pulse unit 2 (TPU2) TGR2B Input Capture/ Compare Match Interrupt
Vector Number 6 to 0 (TG2BV6 to TG2BV0): These bits set the vector number for the 16-bit
timer pulse unit 2 (TPU2) TGR2B input capture/compare match interrupt. There are seven hits, so
the value can be set between 0 and 127.
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5.3.17 Vector Number Setting Register K (VCRK)

Vector number setting register K (VCRK) is a 16-bit read/write register that sets the 16-bit timer
pulse unit 2 (TPU2) TCNT2 overflow/underflow interrupt vector numbers (0 to 127).

VCRK isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
\ — \ TC2VV6 \ TC2VV5 \ TC2VV4 \ TC2VV3 \ TC2VV2 \ TC2wV1 \ TC2VV0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW
Bitt 7 6 5 4 3 2 1 0
— \ TC2UV6 \ TC2UV5 \ TC2UV4 \ TC2UV3 \ TC2UV2 \ TC2UV1 \ TC2UV0
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These hits are aways read as 0. The write value should always be 0.

Bits 14 to 8—16-Bit Timer pulse unit 2 (TPU2) TCNT2 Overflow Interrupt Vector Number 6 to O
(TC2VV6 to TC2VV0): These bits set the vector number for the 16-bit timer pulse unit 2 (TPU2)
TCNT2 overflow interrupt. There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—16-Bit Timer pulse unit 2 (TPU2) TCNT2 Underflow Interrupt Vector Number 6 to O
(TC2UV6 to TC2UV0): These bits set the vector number for the 16-bit timer pulse unit 2 (TPU2)
TCNT2 underflow interrupt. There are seven bits, so the value can be set between 0 and 127.
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53.18 Vector Number Setting Register L (VCRL)

Vector number setting register L (VCRL) is a 16-bit read/write register that sets the serial
communication interface with FIFO 1 (SCIF1) receive-error interrupt and receive-data-full/data-
ready interrupt vector numbers (0 to 127).

VCRL isinitialized to H'0000 by areset. It is not initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ SER1V6 \ SER1V5 \ SER1V4 \ SER1V3 \ SER1V2 \ SER1V1 \ SER1VO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
— \ SRX1V6 \ SRX1V5 \ SRX1V4 \ SRX1V3 \ SRX1V2 \ SRX1V1 \ SRX1V0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial Communication Interface with FIFO 1 (SCIF1) Receive-Error Interrupt
Vector Number 6 to 0 (SER1V6 to SER1V0): These bits set the vector number for the serial
communication interface with FIFO 1 (SCIF1) receive-error interrupt. There are seven hits, so the
value can be set between 0 and 127.

Bits 6 to 0—Serial Communication Interface with FIFO 1 (SCIF1) Receive-Data-Full/Data-Ready
Interrupt Vector Number 6 to 0 (SRX1V6 to SRX1V0): These bits set the vector number for the
serial communication interface with FIFO 1 (SCIFL) receive-data-full/data-ready interrupt. There
are seven bits, so the value can be set between 0 and 127.
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5319 Vector Number Setting Register M (VCRM)

Vector number setting register M (VCRM) is a 16-bit read/write register that sets the serial
communication interface with FIFO 1 (SCIF1) break interrupt and transmit-data-empty interrupt
vector numbers (0 to 127).

VCRM isinitialized to H'0000 by areset. It is not initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ SBR1V6 \ SBR1V5 \ SBR1V4 \ SBR1V3 \ SBR1V2 \ SBR1V1 \ SBR1VO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
— \ STX1V6 \ STX1V5 \ STX1V4 \ STX1V3 \ STX1V2 \ STX1V1 \ STX1VO0
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial Communication Interface with FIFO 1 (SCIF1) Break Interrupt Vector
Number 6 to 0 (SBR1V6 to SBR1V0): These hits set the vector number for the serial
communication interface with FIFO 1 (SCIF1) break interrupt. There are seven bits, so the value
can be set between 0 and 127.

Bits 6 to 0—Serial Communication Interface with FIFO 1 (SCIF1) Transmit-Data-Empty Interrupt
Vector Number 6to 0 (STELV6 to STE1VO0): These bits set the vector number for the seria
communication interface with FIFO 1 (SCIF1) transmit-data-empty interrupt. There are seven bits,
so the value can be set between 0 and 127.
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5320 Vector Number Setting Register N (VCRN)

Vector number setting register N (VCRN) is a 16-bit read/write register that sets the serial
communication interface with FIFO 2 (SCIF2) receive-error interrupt and receive-data-full/data-
ready interrupt vector numbers (0 to 127).

VCRN isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ SER2V6 \ SER2V5 \ SER2V4 \ SER2V3 \ SER2V2 \ SER2V1 \ SER2V0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
— \ SRX2V6 \ SRX2V5 \ SRX2V4 \ SRX2V3 \ SRX2V2 \ SRX2V1 \ SRX2V0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial Communication Interface with FIFO 2 (SCIF2) Receive-Error Interrupt
Vector Number 6 to 0 (SER2V6 to SER2V0): These bits set the vector number for the serial
communication interface with FIFO 2 (SCIF2) receive-error interrupt. There are seven bits, so the
value can be set between 0 and 127.

Bits 6 to 0—Serial Communication Interface with FIFO 2 (SCIF2) Receive-Data-Full/Data-Ready
Interrupt Vector Number 6 to 0 (SRX2V6 to SRX2V0): These bits set the vector number for the
serial communication interface with FIFO 2 (SCIF2) receive-data-full/data-ready interrupt. There
are seven bits, so the value can be set between 0 and 127.
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5321 Vector Number Setting Register O (VCRO)

Vector number setting register O (VCRO) is a 16-bit read/write register that sets the serial
communication interface with FIFO 2 (SCIF2) break interrupt and transmit-data-empty interrupt
vector numbers (0 to 127).

VCRO isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ SBR2V6 \ SBR2V5 \ SBR2V4 \ SBR2V3 \ SBR2V2 \ SBR2V1 \ SBR2VO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
— \ STX2V6 \ STX2V5 \ STX2V4 \ STX2V3 \ STX2V2 \ STX2V1 \ STX2V0
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial Communication Interface with FIFO 2 (SCIF2) Break Interrupt Vector
Number 6 to 0 (SBR2V6 to SBR2V0): These hits set the vector number for the serial
communication interface with FIFO 2 (SCIF2) break interrupt. There are seven bits, so the value
can be set between 0 and 127.

Bits 6 to 0—Serial Communication Interface with FIFO 2 (SCIF2) Transmit-Data-Empty Interrupt
Vector Number 6 to 0 (STE2V6 to STE2V0): These bits set the vector number for the seria
communication interface with FIFO 2 (SCIF2) transmit-data-empty interrupt. There are seven bits,
so the value can be set between 0 and 127.
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5322 Vector Number Setting Register P (VCRP)

Vector number setting register P (VCRP) is a 16-bit read/write register that setsthe serial 1/00
(S100) receive overrun error interrupt and transmit underrun error interrupt vector numbers (0 to

127).
VCRP isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ REROV6 \ REROV5 \ REROV4 \ REROV3 \ REROV2 \ REROV1 \ REROVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
\ — \ TEROV6 \ TEROV5 \ TEROV4 \ TEROV3 \ TEROV2 \ TEROV1 \ TEROVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial 1/0 0 (SIO0) Receive Overrun Error Interrupt Vector Number 6 to 0
(REROV6 to REROV0): These bits set the vector number for the serial 1/0 0 (SIO0) receive
overrun error interrupt. There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—Serial 1/0 0 (SIO0) Transmit Underrun Error Interrupt VVector Number 6to 0
(TEROV6 to TEROVO0): These bits set the vector number for the serial 1/0 0 (SIO0) transmit
underrun error interrupt. There are seven bits, so the value can be set between 0 and 127.
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5323 Vector Number Setting Register Q (VCRQ)

Vector number setting register Q (VCRQ) is a 16-bit read/write register that sets the serial 1/0 0
(SI00) receive-data-full interrupt and transmit-data-empty interrupt vector numbers (0 to 127).

VCRQi isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
\ — \ RDFOV6 \ RDFOV5 \ RDFOV4 \ RDFOV3 \ RDFOV2 \ RDFOV1 \ RDFOVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW
Bitt 7 6 5 4 3 2 1 0
\ — \ TDEOV6 \ TDEOVS5 \ TDEOV4 \ TDEOV3 \ TDEOV2 \ TDEOV1 \ TDEOVO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These hits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial 1/0 0 (SIO0) Receive-Data-Full Interrupt Vector Number 6to 0 (RDFOV6 to
RDFOV0): These bits set the vector number for the serial 1/0 0 (SIO0) receive-data-full interrupt.
There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—Serial 1/0 0 (SIO0) Transmit-Data-Empty Interrupt Vector Number 6 to O (TDEOV6
to TDEOVO0): These bits set the vector number for the serial 1/0 0 (SIO0) transmit-data-empty
interrupt. There are seven bits, so the value can be set between 0 and 127.
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5324 Vector Number Setting Register R (VCRR)

Vector number setting register R (VCRR) is a 16-bit read/write register that setsthe serial 1/0 1
(S101) receive overrun error interrupt and transmit underrun error interrupt vector numbers (0 to

127).
VCRR isinitialized to H'0000 by areset. It is not initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ RER1V6 \ RERLV5 \ RER1V4 \ RER1V3 \ RER1V2 \ RER1V1 \ RER1VO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
\ — \ TER1V6 \ TER1V5 \ TER1V4 \ TER1V3 \ TER1V2 \ TER1V1 \ TER1VO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial 1/0 1 (SIO1) Receive Overrun Error Interrupt Vector Number 6 to 0
(RER1V6 to RER1V0): These bits set the vector number for the serial 1/0 1 (SIO1) receive
overrun error interrupt. There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—Serial 1/0 1 (SIO1) Transmit Underrun Error Interrupt VVector Number 6to 0
(TER1V6 to TER1VO): These bits set the vector number for the serial 1/0 1 (SIO1) transmit
underrun error interrupt. There are seven bits, so the value can be set between 0 and 127.
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5325 Vector Number Setting Register S(VCRYS)

Vector number setting register S (VCRS) is a 16-bit read/write register that setsthe serial 1/0 1
(S101) receive-data-full interrupt and transmit-data-empty interrupt vector numbers (0 to 127).

VCRSisinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
\ — \ RDF1V6 \ RDF1V5 \ RDF1V4 \ RDF1V3 \ RDF1V2 \ RDF1V1 \ RDF1V0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW
Bitt 7 6 5 4 3 2 1 0
\ — \ TDE1V6 \ TDELV5 \ TDE1V4 \ TDE1V3 \ TDE1V2 \ TDE1V1 \ TDE1VO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These hits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial 1/0 1 (SIO1) Receive-Data-Full Interrupt Vector Number 6to 0 (RDF1V6 to
RDF1V0): These bits set the vector number for the serial 1/0 1 (SIO1) receive-data-full interrupt.
There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—Serial 1/0 1 (SIO1) Transmit-Data-Empty Interrupt Vector Number 6 to O (TDE1V6
to TDELVO): These bits set the vector number for the serial 1/0 1 (SIO1) transmit-data-empty
interrupt. There are seven bits, so the value can be set between 0 and 127.
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5326 Vector Number Setting Register T (VCRT)

Vector number setting register T (VCRT) isa 16-bit read/write register that sets the serial 1/0 2
(S102) receive overrun error interrupt and transmit underrun error interrupt vector numbers (0 to

127).
VCRT isinitialized to H'0000 by areset. It is not initialized in standby mode.

Bit. 15 14 13 12 11 10 9 8
\ — \ RER2V6 \ RER2V5 \ RER2V4 \ RER2V3 \ RER2V2 \ RER2V1 \ RER2V0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW
Bit. 7 6 5 4 3 2 1 0
\ — \ TER2V6 \ TER2V5 \ TER2V4 \ TER2V3 \ TER2V2 \ TER2V1 \ TER2VO \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved: These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial 1/0 2 (SI02) Receive Overrun Error Interrupt Vector Number 6 to 0
(RER2V6 to RER2V0): These bits set the vector number for the serial 1/0 2 (SIO2) receive
overrun error interrupt. There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—Serial 1/0 2 (SI02) Transmit Underrun Error Interrupt VVector Number 6to 0
(TER2V6 to TER2V0): These bits set the vector number for the serial 1/0 2 (SI02) transmit
underrun error interrupt. There are seven bits, so the value can be set between 0 and 127.
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5.3.27 Vector Number Setting Register U (VCRU)

Vector number setting register U (VCRU) is a 16-bit read/write register that sets the serial 1/0 2
(S102) receive-data-full interrupt and transmit-data-empty interrupt vector numbers (0 to 127).

VCRU isinitialized to H'0000 by areset. It isnot initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
— \ RDF2V6 \ RDF2V5 \ RDF2V4 \ RDF2V3 \ RDF2V2 \ RDF2V1 \ RDF2V0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW RW
Bitt 7 6 5 4 3 2 1 0
— \ TDE2V6 \ TDE2V5 \ TDE2V4 \ TDE2V3 \ TDE2V2 \ TDE2V1 \ TDE2VO
Initial value: 0 0 0 0 0 0 0 0
RW: R RW RW RW RW RW RW  RW

Bits 15 and 7—Reserved. These bits are aways read as 0. The write value should always be 0.

Bits 14 to 8—Serial 1/0 2 (SI02) Receive-Data-Full Interrupt Vector Number 6to 0 (RDF2V6 to
RDF2V0): These bits set the vector number for the serial 1/0 2 (SIO2) receive-data-full interrupt.
There are seven bits, so the value can be set between 0 and 127.

Bits 6 to 0—Seria 1/0 2 (SI02) Transmit-Data-Empty Interrupt Vector Number 6 to O (TDE2V6
to TDE2V0): These bits set the vector number for the serial 1/0 2 (SIO2) transmit-data-empty
interrupt. There are seven bits, so the value can be set between 0 and 127.

Tables 5.6 and 5.7 show the relationship between on-chip peripheral module interrupts and
interrupt vector number setting registers.
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Table5.6

Register

Interrupt Request Sources and Vector Number Setting Registers (1)

Bits

14to 8

6to 0

Vector number setting register
WDT

Interval interrupt (WDT)

Compare-match interrupt
(BSC)

Vector number setting register A

E-DMAC interrupt (E-DMAC)

Reserved

Vector number setting register B

Reserved

Reserved

Vector number setting register C

Input-capture interrupt (FRT)

Output-compare interrupt
(FRT)

Vector number setting register D

Overflow interrupt (FRT)

Reserved

Vector number setting register E

Input capture/compare match

Input capture/compare match

interrupt (TPUO/TGROA) interrupt (TPUO/TGROB)
Vector number setting register F Input capture/compare match  Input capture/compare match
interrupt (TPUO/TGROC) interrupt (TPUO/TGROD)
Vector number setting register G Overflow interrupt Reserved
(TPUO/TCNTO)
Vector number setting register H  Input capture/compare match  Input capture/compare match
interrupt (TPUL/TGR1A) interrupt (TPU1/TGR1B)
Vector number setting register | Overflow interrupt Underflow interrupt
(TPUL/TCNT1) (TPUL/TCNT1)

Vector number setting register J

Input capture/compare match
interrupt (TPU2/TGR2A)

Input capture/compare match
interrupt (TPU2/TGR2B)

Vector number setting register K

Overflow interrupt
(TPU2/TCNT2)

Underflow interrupt
(TPU2/TCNT2)

Vector number setting register L

Receive-error interrupt (SCIF1)

Receive-data-full/data-ready
interrupt (SCIF1)

Vector number setting register M

Break interrupt (SCIF1)

Transmit-data-empty interrupt
(SCIF1)

Vector number setting register N

Receive-error interrupt (SCIF2)

Receive-data-full/data-ready
interrupt (SCIF2)

Vector number setting register O

Break interrupt (SCIF2)

Transmit-data-empty interrupt
(SCIF2)

Vector number setting register P

Receive overrun error interrupt
(S100)

Transmit underrun error
interrupt (S100)

Vector number setting register Q

Receive-data-full interrupt
(S100)

Transmit-data-empty interrupt
(SI00)

Rev. 2.00, 03/05, page 185 of 884

RENESAS



Bits

Register 14to 8 6to0

Vector number setting register R Receive overrun error interrupt  Transmit underrun error
(Slol) interrupt (SI01)

Vector number setting register S Receive-data-full interrupt Transmit-data-empty interrupt
(sioy) (Sl01)

Vector number setting register T Receive overrun error interrupt  Transmit underrun error
(S102) interrupt (S102)

Vector number setting register U Receive-data-full interrupt Transmit-data-empty interrupt
(S102) (S102)

Astable 5.6 shows, two on-chip peripheral module interrupts are assigned to each register. Set the
vector numbers by setting the corresponding 7-bit groups (bits 14 to 8 and bits 6 to 0) with values
in the range of H'00 (0000000) to H'7F (1111111). H'00 is vector number O (the lowest); H'7F is
vector number 127 (the highest). The vector table address is calculated by the following equation.

Vector table address = VBR + (vector number x 4)

A reset initializes a vector number setting register to H'0000. They are not initialized in standby
mode.

Table5.7 Interrupt Request Sourcesand Vector Number Setting Registers(2)

Register Setting Function

Vector number setting register DMAO Channel 0 transfer end interrupt for DMAC
(VCRDMAO)

Vector number setting register DMA1 Channel 1 transfer end interrupt for DMAC
(VCRDMAL)

As shown in table 5.7 the vector numbers for direct memory access controller transfer-end
interrupts are set in VCRDMAO and VCRDMA 1. See sections 11, Direct Memory Access
Controller (DMAC), for more details.
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5.3.28 Interrupt Control Register (ICR)

ICR is a 16-bit register that sets the input signal detection mode of external interrupt input pin
NMI and indicates the input signal level at the NMI pin. It can also specify IRQ or IRL mode by
means of the External Interrupt Vector Mode Select bit. The IRQ/IRL interrupt vector number can
be selected for setting in accordance with either auto vector mode or external vector mode by
means of the Interrupt Vector Mode Select bit. ICR isinitialized to H'8000 or H'0000 by areset. It
isnot initialized in standby mode.

Bit: 15 14 13 12 11 10 9 8
(ne | — | = [ = [ = [ = | = [nme]

Initial value: 0/1 0 0 0 0 0 0 0
R/W: R R R R R R R R/W
Bit: 7 6 5 4 3 2 1 0
‘ _ ‘ _ ‘ — ‘ — ‘ — ‘ — \ EXIMD ‘VECMD‘

Initial value: 0 0 0 0 0 0 0 0
R/W: R R R R R R R/W R/W

Note: * When NMI input is high: 1; when NMI input is low: O

Bit 15—NMI Input Level (NMIL): Setsthe level of the signal input at the NMI pin. This bit can
be read to determine the NMI pin level. This bit cannot be modified.

Bit 15: NMIL Description
0 NMI input level is low
1 NMI input level is high

Bits 14 to 9—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 8—NMI Edge Select (NMIE): Selects whether the falling or rising edge of the interrupt
request signal to the NMI pin is detected.

Bit 8: NMIE Description
0 Interrupt request is detected on falling edge of NMI input (Initial value)
1 Interrupt request is detected on rising edge of NMI input

Bits 7 to 2—Reserved: These bits are always read as 0. The write value should always be 0.
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Bit 1—External Interrupt Vector Mode Select (EXIMD): This bit selects IRQ mode or IRL mode.
In IRQ mode, each of signalsTRL3 to IRLO functions as a separate interrupt source. In IRL mode,
these signals can specify interrupt priority levels 1 to 15.

Bit 1: EXIMD Description
0 IRL mode (Initial value)
1 IRQ mode

Bit 0—Interrupt Vector Mode Select (VECMD): This bit selects auto-vector mode or externa
vector mode for IRL/IRQ interrupt vector number setting. In auto-vector mode, an internally
determined vector number is set. The IRL15 and IRL14 interrupt vector numbers are set to 71 and
the IRL1 vector number is set to 64. In external vector mode, a value between 0 and 127 can be
input as the vector number from the external vector number input pins (D7 to DO).

Bit 0: VECMD Description
0 Auto vector mode, vector number automatically set internally

(Initial value)
1 External vector mode, vector number set by external input

5329 IRQ Control/Status Register (IRQCSR)

The IRQ control/status register (IRQCSR) is a 16-hit register that sets the IRLO to IRL3 input
signa detection mode, indicates the input signal levels at pinsIRLO to IRL3, and also indicates the
IRQ interrupt status. IRQCSR isinitialized by areset. It is not initialized in standby mode.

Bitt 15 14 13 12 11 10 9 8
\ IRQ31S \ IRQ30S \ IRQ21S \ IRQ20S \ IRQ11S \ IRQ10S \ IRQO1S \ IRQO0S \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bit 7 6 5 4 3 2 1 0
‘ IRL3PS ‘ IRL2PS ‘ IRL1PS ‘ IRLOPS‘ IRQ3F ‘ IRQ2F ‘ IRQ1F ‘ IRQOF ‘
Initial value: 0/1 0/1 0/1 0/1 0 0 0 0
RIW: R R R R RI(W)*  R/IW)*  RIW)* RI(W)*

Note: * Only 0 can be written, to clear the flag (in case of edge detection).
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Bits 15 to 8—IRQ Sense Select Bits (IRQ31Sto IRQO0S): These bits set the IRQ detection mode
for IRL3 to IRLO.

Bits 15to 8: Bits 15to 8:

IRQN1S IRQNOS Description

0 0 Low-level detection (Initial value)
1 Falling-edge detection

1 0 Rising-edge detection
1 Both-edge detection

Note: n=0to 3

Bits 7 to 4—IRL Pin Status Bits (IRL3PS to IRLOPS): These bits indicate the IRL3 to IRLO pin
status. The IRL3 to IRLO pin levels can be ascertained by reading these bits. These bits cannot be
modified.

Bits 7 to 4. IRLNPS Description
0 Low level is being input to pin IRLn
1 High level is being input to pin IRLn

Note: n=0to 3

Bits 3 to 0—IRQ3 to IRQO Flags (IRQ3F to IRQOF): These hits indicate the IRQ3 to IRQO
interrupt request status.
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Bits 3to O:
IRQ3F to IRQOF  Detection Setting

Description

0 Level detection

There is no IRQn interrupt request (Initial value)
[Clearing condition]
When IRLn input is high

Edge detection

An IRQn interrupt request has not been detected
(Initial value)
[Clearing conditions]

*  When 0 is written to IRQnF after reading IRQnF =1
*  When an IRQn interrupt is accepted

1 Level detection

There is an IRQn interrupt request
[Setting condition]
When IRLn input is low

Edge detection

An IRQn interrupt request has been detected
[Setting condition]
When an IRLn input edge is detected

Note: n=0to 3
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54 Interrupt Operation

541 Interrupt Sequence

The sequence of operations in interrupt generation is described below and illustrated in figure 5.5.

1
2.

The interrupt request sources send interrupt request signals to the interrupt controller.

The interrupt controller selects the highest-priority interrupt among the interrupt requests sent,
according to the priority levels set in interrupt priority level setting registers A to E (IPRA to
IPRE). Lower-priority interrupts are held pending. If two or more of these interrupts have the
same priority level or if multiple interrupts occur within asingle module, the interrupt with the
highest default priority or the highest priority within its IPR setting unit (as indicated in table
5.4) is selected.

The interrupt controller compares the priority level of the selected interrupt request with the
interrupt mask bits (13 to 10) inthe CPU’ s status register (SR). If the request priority level is
equal to or lessthan the level set in 1310 10, the request is held pending. If the request priority
level is higher than the level in bits13 to 10, the interrupt controller accepts the interrupt and
sends an interrupt request signal to the CPU.

The CPU detects the interrupt request sent from the interrupt controller when it decodes the
next instruction to be executed. Instead of executing the decoded instruction, the CPU starts
interrupt exception handling.

Status register (SR) and program counter (PC) are saved onto the stack.

The priority level of the accepted interrupt is copied to the interrupt mask level bits (I3to 10) in
the status register (SR).

When external vector mode is specified for the IRL/IRQ interrupt, the vector number is read
from the external vector number input pins (D7 to DO).

The CPU reads the start address of the exception service routine from the exception vector
table entry for the accepted interrupt, jumps to that address, and starts executing the program
there. This jump is not a delayed branch.
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* A
Program execution
state

Interrupt No

generated?

Yes
N
NMI? °
Yes
User break? No
Yes H-UDI No
interrupt?

Level 15 No

interrupt?

Yes

< Yes Level 14 No
Yes interrupt?
A 13to 10 <
| Save SR to stack | level 147 Yes
+ interrupt?
No Yes 310 10<

| Save PC to stack | level 137
v

Copy accepted y _____NoJ _ Yes

interrupt level to 13-10

v No

| Read vector number*

v

Read exception
vector table

v

Branch to exception
service routine
| \ 4 ) S

1I3to 10 =
level 0?

I13-10: Status register interrupt mask bits.
Note: * The vector number is only read from an external source when an external vector number is

specified for the IRL/IRQ interrupt vector number.

Figure5.8 Interrupt Sequence Flowchart
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54.2 Stack State after Interrupt Exception Handling

The state of the stack after interrupt exception handling is completed is shown in figure 5.9.

Address

4n-8

4n-4

4n

PC 32 bits

SR 32 bits

<1SP

PC: Start address of return destination instruction (instruction after executing instruction)

Figure5.9 Stack Stateafter Interrupt Exception Handling

55 Interrupt Response Time

Table 5.8 shows the interrupt response time, which is the time from the occurrence of an interrupt
request until interrupt exception handling starts and fetching of the first instruction of the interrupt

service routine begins.

RENESAS
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Table5.8

Interrupt Response Time

Number of States

Peripheral Module

Item NMI IRL/IRQ A B Notes
Compare identified 2.0 xIcyc 0.5 xIcyc 0.5 x Icyc 1.0 x Pcyc
interrupt priority with SR +1.0x Ecyc +1.0xPcyc
mask level + 1.5 x Pcyc
Wait for completion of X (= 0) X (= 0) X (= 0) X (=0) The longest
sequence currently being sequence is for
executed by CPU interrupt or address-
error exception
handling (X = 4.0 x
Icyc+ ml+m2+
m3 + m4). If an
interrupt-making
instruction follows,
however, the time
may be even longer
during repeat
instruction
execution
Time from interrupt 5.0 x Icyc 5.0 x Icyc 5.0 x Icyc 5.0 x Icyc
exception handling (SR +ml+m2 +ml+m2 +ml+m2 +ml+m2
and PC saves and vector +m3 +m3 +m3 +m3
address fetch) until fetch of
first instruction of exception
service routine starts
Response time Total: X+ 7.0xlcyc X+55xIcyc X+5.5xIcyc X+ 5.0 % Icyc
+ml+m2 +1.0xEcyc +1.0xPcyc +1.0xPcyc
+m3 +1.5xPcyc +ml+m2 +ml+m2
+ml+m2 +m3 +m3
+m3
Minimum: 10 11 9.5 9 lgE@Pe=1:1:1
Maximum: 11+2 (m1 195+2(ml1 135+2(ml1 13.0+2(ml I@gE@Po= 1:1/4:1/4
+m2+m3) +m2+m3) +m2+m3) +m2+m3)
+ m4 +m4 +m4 + m4

Note:

m3: Vector address read (longword read)
m4: Fetch of first instruction of interrupt service routine

Icyc: lg cycle time
Ecyc: E@cycle time
Pcyc: P@cycle time

Peripheral modules A: DMAC, REF (BSC)
Peripheral modules B: WDT, FRT, TPU, SCIF, SIO, E-DMAC
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m1 to m4 are the number of states needed for the following memory accesses
ml: SR save (longword write)
m2: PC save (longword write)



5.6 Sampling of PinsIRL3 to IRLO

Signals on interrupt pinsIRL3 to IRLO pass through the noise canceler before being sent by the
interrupt controller to the CPU as interrupt requests, as shown in figure 5.10. The noise canceler
cancels noise that changes in short cycles. The CPU samples the interrupt requests between
executing instructions. During this period, the noise canceler output changes according to the
noise-eliminated pin level, so the pin level must be held until the CPU samplesit. This means that
interrupt sources generally must not be cleared inside interrupt routines.

When an external vector is fetched, the interrupt source can aso be cleared when the external
vector fetch cycleis detected.

Interrupt
IRLO —>» > request
IRL1 —» Noise > Interrupt
— CPU
IRL2 » canceler > controller
IRL3 > > ‘Interrupt
f accepted
1011 for
1 clock
IRL3-IRLO due to
pin level noise Level 2 interrupt Level 6 interrupt
11 X X 1m 1101 X 1001
Noise canceler & X
output Cleared when interrupt is accepted
X 1001

Interrupt request
to CPU

X
X
1111 X 1101
\
/

\ /

Interrupt acceptance /

signal from CPU / \

Figure5.10 IRL3 toIRLO Pin Sampling
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57 Usage Notes

1. Note on module standby execution

Do not execute module standby for modules that have the module standby function when the
possibility remains that an interrupt request may be output.

2. Noteson interrupt source clearing
A. When clearing external interrupt source
If interrupt source clearing is performed by writing to an 10 address (external), the next
instruction will be executed before completion of the write operation because of the write
buffer. To ensure that the write operation is completed before the next instruction is
executed, synchronization is achieved when aread is performed from the same address
following the write.

a. When returning from interrupt handling by means of RTE instruction
When the RTE instruction is used to return from interrupt handling, as shown in figure
5.11, consider the cycles to be inserted between the read instruction for synchronization
and the RTE instruction, according to the set clock ratio (1¢:E@:P@) and external bus
cycle.
IRL3—IRLO should be negated at least 0.5 Icyc + 1.0 Ecyc + 1.5 Pcyc before next
interrupt acceptance becomes possible.
For example, if clock ratio |@:E@:P@is4:2:2, at least 5.5 Icyc should be inserted.

b. When changing level during interrupt handling
When the SR value is changed by means of an LDC instruction and multiple
implementation of other interruptsis enabled, also, consider the cyclesto be inserted
between the synchronization instruction and the LDC instruction as shown in figure
5.12, according to the set clock ratio (1¢:Eq@:Pg) and external bus cycle.
IRL3to IRLO should be negated at least 0.5 Icyc + 1.0 Ecyc + 1.5 Pcyc before next
interrupt acceptance becomes possible.
For example, if clock ratio |@:E@:P@is4:2:2, at least 5.5 Icyc should be inserted.
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| Write completed | | Next interrupt can be accepted

""" External write
cycle Y

Synchronization instruction | D | E | M | | (I:E;/(é(laernal read

RTE instruction EI
Delay slot instruction EEI
Interrupt return destination instruction ﬁz

y 0.5lcyc + 1.0Ecyc + 1.5Pcyc
“+——>

Interrupt clear instruction| D | E | M |

TRL3-IRLO /

F: Instruction fetch ............... Instruction is fetched from memory in which program is stored

D: Instruction decode ........... Fetched instruction is decoded

E: Instruction execution ........ Data operation or address operation is performed in accordance
with result of decoding

M: Memory access ................ Memory data access is performed

W: Write-back ............c.o.e Data read from memory is written to register

Figure5.11 Pipeline Operation when Returning by M eans of RTE I nstruction

| Write completed | | Next interrupt can be accepted
Interrupt clear instruction | D | E | M | P E;é%nal write  /
Synchronization instruction | D | E | M | o lw E;éﬁemal read

LDC instruction EE
Interrupt disable instruction D|E

Normal instruction 'A,"A
y 0.5lcyc + 1.0Ecyc + 1.5Pcyc
<+—p

RL3-IRLO /

Figure5.12 Pipeine Operation when Interrupts are Enabled by Means of SR M odification

When an interrupt source is cleared by the program, pipeline operation must be considered
to ensure that the same interrupt is not implemented again.
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B. When clearing on-chip interrupt source
When an interrupt source isfrom an on-chip peripheral module, also, pipeline operation
must be considered to ensure that the same interrupt is not implemented again. An interval
of 0.51cyc + 1.0 Pcyc isrequired until an on-chip peripheral module interrupt is identified
by the CPU. Similarly, aninterval of 0.5 Icyc + 1.0 Pcyc is also necessary to report the fact
that an interrupt request is no longer present.

a. When returning from interrupt handling by means of RTE instruction
When the RTE instruction is used to return from interrupt handling, as shown in figure
5.13, consider the cyclesto be inserted between the read instruction for synchronization
and the RTE instruction, according to the set clock ratio (1¢@.Eq:.Pg).
The on-chip peripheral interrupt signal should be negated at least 0.5 Icyc + 1.0 Pcyc
before next interrupt acceptance becomes possible.
For example, if clock ratio |@:E@:P@is4:2:2, at least 2.5 Icyc should be inserted.

b. When changing level during interrupt handling
When the SR value is changed by means of an LDC instruction and multiple
implementation of other interruptsis enabled, consider the cyclesto be inserted
between the synchronization instruction and the LDC instruction as shown in figure
5.14, according to the set clock retio (I g:E@:Pg).
The on-chip peripheral interrupt signal should be negated at least 0.5 Icyc + 1.0 Pcyc
before next interrupt acceptance becomes possible.

For example, if clock ratio |g:E@:P@is4:2:2, at least 2.5 Icyc should be inserted.

| Write completed | | Next interrupt can be accepted |

Interrupt clear instruction | D | E | M | Sﬂtghﬁﬁ,ﬁefﬁgféa'
Synchronization instruction | D | E | M | W |?eg_dcihri]ﬁ)ir?e1rir|)chﬁ;ral
RTE instruction | D |E | M | M|
Delay slot instruction EEI
Interrupt return destination instruction E a"

v 0.5lcyc + 1.0Pcyc
On-chip peripheral interrupt /

Figure5.13 Pipeine Operation when Returning by Means of RTE Instruction
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| Write completed| | Next interrupt can be acce|oted

. . On-chip peripheral
Interrupt clear instruction | D | E | M | write, min. 1 lcyc

On-chip peripheral
read, min. 1 lcyc

Synchronization instruction | D | E | M | w |

LDC instruction IE'E
Interrupt disable instruction D| E

Normal instruction 5| E |
VO.5Icyc + 1.0Pcyc
-

On-chip peripheral interrupt /

Figure5.14 Pipeline Operation when Interrupts are Enabled by Means of SR M odification

In the above figure, the stage in which the instruction fetch occurs cannot be specified
because of the mix of DSP instructions in this chip, so ingtruction fetch F is omitted in most
cases during pipeline operation.
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6.1

Section 6 User Break Controller (UBC)

Overview

The user break controller (UBC) provides functions that simplify program debugging. When bresk
conditions are set in the UBC, a user break interrupt is generated according to the conditions of the
bus cycle generated by the CPU or on-chip DMAC (DMAC or E-DMAC).

This function makes it easy to design a sophisticated self-monitoring debugger, enabling programs
to be debugged with the chip alone, without using an in-circuit emulator.

6.11

Features

The UBC has the following features:

» Thefollowing can be set as break conditions:

ad

o 0~ w

Number of break channels: Four (channels A, B, C, and D)

User break interrupts can be generated on independent or sequential conditions for
channels A, B, C, and D.

Sequential break settings

e Channel A - channel B - channel C - channel D
e Channel B - channel C - channel D

e Channel C - channel D

Address: 32-bit masking capability, individual address setting possible (cache bus (CPU),
internal bus (DMAC, E-DMAC), X/Y bus)

Data (channels C and D only,): 32-bit masking capability, individual address setting
possible (cache bus (CPU), internal bus (DMAC, E-DMAC), X/Y bus)

Bus master: CPU cycle/on-chip DMAC (DMAC, E-DMAC) cycle
Bus cycle: Instruction fetch/data access

Read/write

Operand cycle: Byte/word/longword

» User break interrupt generation on occurrence of break condition
A user-written user break interrupt exception routine can be executed.
» Processing can be stopped before or after instruction execution in an instruction fetch cycle.
» Break with specification of number of executions (channels C and D only)
Settable number of executions: maximum 2% — 1 (4095)
» PCtracefunction

The branch source/branch destination can be traced when a branch instruction is fetched
(maximum 8 addresses (4 pairs)).
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6.1.2 Block Diagram

Access BBRA

Address

|

Channel A

BAMRBL

Access BBRB

Address

Channel B

i

BARCH

Address

Cache data bus

Internal data bus

X/Y data bus

Cache address bus

Internal a!idress bus

XY ald(!relssl bus j ﬁ % F
U

Access

BDRCH | BDRCL

DMRCH|BDMRCL

Data

© [+
>
<
X
o
T

Access BBRC

Channel c[*——] BETRC K

Module data bus

|

|

BARDH | BARDL

BAMRDL

Address

BDRDH | BDRDL

DMRDH|BDMRDL

Data

w© [+
>
<
X
=]
I

Access BBRD

U U U U U «—{Channel Df*——{BETRD K

BRSRH | BRSRL
)| PCtrace BRDRH | BRDRL

BRFR
—» Control BRCRH | BRCRL
\—> Internal interrupt signal

BARAH/L:  Break address register AH/L BETRC: Break execution times register C
BAMRAH/L: Break address mask register AH/L BARDH/L:  Break address register DH/L
BBRA: Break bus cycle register A BAMRDH/L: Break address mask register DH/L
BARBH/L:  Break address register BH/L BDRDH/L:  Break data register DH/L
BAMRBH/L: Break address mask register BH/L BDMRDH/L: Break data mask register DH/L
BBRB: Break bus cycle register B BBRD: Break bus cycle register D
BARCH/L:  Break address register CH/L BETRD: Break execution times register D
BAMRCHI/L: Break address mask register CH/L BRCRH/L:  Break control register H/L
BDRCH/L:  Break data register CH/L BRFR: Branch flag register

BDMRCHY/L: Break data mask register CH/L BRSRH/L:  Branch source register H/L
BBRC: Break bus cycle register C BRDRH/L:  Branch destination register H/L

|

i

|

Figure6.1 Block Diagram of User Break Controller

Rev. 2.00, 03/05, page 202 of 884
RENESAS




6.1.3 Register Configuration
Table6.1 UBC Registers

Abbre- Initial
Name viation R/W Value*'  Address Access Size*?
Break address register AH BARAH R/W  H'0000 H'FFFFFFOO 16 32
Break address register AL BARAL R/W  H'0000 H'FFFFFF02 16
Break address mask register AH BAMRAH R/W  H'0000 H'FFFFFFO4 16 32
Break address mask register AL BAMRAL R/W  H'0000 H'FFFFFFO6 16
Break bus cycle register A BBRA R/W  H'0000 H'FFFFFFO8 16, 32
Break address register BH BARBH R/W  H'0000 H'FFFFFF20 16 32
Break address register BL BARBL R/W  H'0000 H'FFFFFF22 16
Break address mask register BH BAMRBH R/W  H'0000 H'FFFFFF24 16 32
Break address mask register BL BAMRBL R/W  H'0000 H'FFFFFF26 16
Break bus cycle register B BBRB R/W  H'0000 H'FFFFFF28 16, 32
Break address register CH BARCH R/W  H'0000 H'FFFFFF40 16 32
Break address register CL BARCL R/W  H'0000 H'FFFFFF42 16
Break address mask register CH BAMRCH R/W  H'0000 H'FFFFFF44 16 32
Break address mask register CL BAMRCL R/W  H'0000 H'FFFFFF46 16
Break data register CH BDRCH R/W  H'0000 H'FFFFFF50 16 32
Break data register CL BDRCL R/W  H'0000 H'FFFFFF52 16
Break data mask register CH BDMRCH R/W  H'0000 H'FFFFFF54 16 32
Break data mask register CL BDMRCL R/W  H'0000 H'FFFFFF56 16
Break bus cycle register C BBRC R/W  H'0000 H'FFFFFF48 16, 32
Break execution times register C BETRC R/W  H'0000 H'FFFFFF58 16, 32
Break address register DH BARDH R/W  H'0000 H'FFFFFF60 16 32
Break address register DL BARDL R/W  H'0000 H'FFFFFF62 16
Break address mask register DH BAMRDH R/W  H'0000 H'FFFFFF64 16 32
Break address mask register DL BAMRDL R/W  H'0000 H'FFFFFF66 16
Break data register DH BDRDH R/W  H'0000 H'FFFFFF70 16 32
Break data register DL BDRDL R/W  H'0000 H'FFFFFF72 16
Break data mask register DH BDMRDH R/W  H'0000 H'FFFFFF74 16 32
Break data mask register DL BDMRDL R/W  H'0000 HFFFFFF76 16

RENESAS
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Abbre- Initial

Name viation R/W Value*'  Address Access Size*?
Break bus cycle register D BBRD R/W  H'0000 H'FFFFFF68 16, 32

Break execution times register D BETRD R/W  H'0000 H'FFFFFF78 16, 32

Break control register H BRCRH R/W  H'0000 H'FFFFFF30 16 32
Break control register L BRCRL R/W  H'0000 H'FFFFFF32 16

Branch flag register BRFR R *3 H'FFFFFF10 16, 32

Branch source register H BRSRH R Undefined H'FFFFFF14 16 32
Branch source register L BRSRL R Undefined H'FFFFFF16 16

Branch destination register H BRDRH R Undefined H'FFFFFF18 16 32
Branch destination register L BRDRL R Undefined H'FFFFFF1A 16

Notes: 1. Initialized by a power-on reset. Value is retained in standby mode, and is undefined
after a manual reset.
2. Byte access cannot be used.
3. Bits SVF and DVF in BRFR are initialized by a power-on reset; the other bits in BRFR
are not initialized.
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6.2 Register Descriptions

6.2.1 Break Address Register A (BARA)

BARAH
Bitt 15 14 13 12 11 10 9 8
\ BAA31 \ BAA30 \ BAA29 \ BAA28 \ BAA27 \ BAA26 \ BAA25 \ BAA24 \
Initial value: 0 0 0 0 0 0 0 0
RW: RW RIW RIW RIW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
\ BAA23 \ BAA22 \ BAA21 \ BAA20 \ BAA19 \ BAA18 \ BAAL7 \ BAA16 \
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
BARAL
Bit. 15 14 13 12 11 10 9 8
\ BAA15 \ BAA14 \ BAA13 \ BAA12 \ BAA11 \ BAA10 \ BAA9 \ BAAS \
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
‘ BAA7 ‘ BAAG ‘ BAAS ‘ BAA4 ‘ BAA3 ‘ BAA2 ‘ BAAL ‘ BAAO ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Break addressregister A (BARA) consists of two 16-bit readable/writable registers: break address
register AH (BARAH) and break addressregister AL (BARAL). BARAH specifiesthe upper half
(bits 31 to 16) of the address used as a channel A break condition, and BARAL specifiesthe lower
half (bits 15 to 0). BARAH and BARAL areinitialized to H'0000 by a power-on reset; after a
manual reset, their values are undefined.

BARAH Bits 15 to 0—Break Address A31 to A16 (BAA31 to BAA16): These bits store the upper
half (bits 31 to 16) of the address used as a channel A break condition.

BARAL Bits 15 to 0—Break Address A15 to A0 (BAA15 to BAAO): These bits store the lower
half (bits 15 to 0) of the address used as a channel A break condition.
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6.2.2 Break AddressMask Register A (BAMRA)

BAMRAH
Bitt 15 14 13 12 11 10 9 8

\ BAMA31 \ BAMA30 \ BAMA29 \ BAMA28 \ BAMA27 \ BAMA26 \ BAMAZ25 \ BAMA24‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘ BAMA23 ‘ BAMA22 ‘ BAMA21 ‘ BAMA20 ‘ BAMA19 ‘ BAMA18 ‘ BAMAL7 ‘ BAMA16 ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

BAMRAL
Bitt 15 14 13 12 11 10 9 8
‘BAMAlS‘BAMAl4‘BAMA13‘BAMAlZ‘BAMAll‘BAMAlO‘ BAMA9 ‘ BAMAS ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘BAMA?‘BAMAG‘BAMAS‘BAMA4‘BAMA3‘BAMAZ‘BAMAI‘BAMAO‘
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W RW R/W R/W R/W R/W R/W

Break address mask register A (BAMRA) consists of two 16-bit readable/writable registers: break
address mask register AH (BAMRAH) and break address mask register AL (BAMRAL).
BAMRAH specifies which bits of the break address set in BARAH are to be masked, and
BAMRAL specifies which bits of the break address set in BARAL are to be masked. BAMRAH
and BAMRAL are initialized to H'0000 by a power-on reset; after a manual reset, their values are
undefined.

BAMRAH Bits 15 to 0—Break Address Mask A31 to A16 (BAMA31 to BAMA16): These bits
specify whether or not corresponding channel A break address bits 31 to 16 (BAA31 to BAA16)
set in BARAH are to be masked.

BAMRAL Bits 15 to 0—Break Address Mask A15 to A0 (BAMA15 to BAMADOQ): These bits
specify whether or not corresponding channel A break address bits 15 to 0 (BAA15 to BAAO) set
in BARAL are to be masked.
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Bit 31 to O:

BAMAnN Description
0 Channel A break address bit BAAn is included in break condition (Initial value)
1 Channel A break address bit BAAn is masked, and not included in condition

Note: n=31to0

6.2.3 Break Bus Cycle Register A (BBRA)

Bitt 15 14 13 12 11 10 9 8
-l -1 -7T=-7T-=-7T=-7T=17T="1
Initial value: 0 0 0 0 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
\ CPA1L \ CPAO \ IDAL \ IDAO \ RWAL \ RWAQ \ SzA1 \ SZAO \
Initial value: 0 0 0 0 0 0 0 0

R/W: RW R/W RW R/W R/IW R/W R/IW R/W

Break bus cycleregister A (BBRA) is a 16-hit readable/writable register that setsfour channel A
break conditions. (1) CPU cycle/on-chip DMAC (DMAC, E-DMAC) cycle, (2) instruction
fetch/data access, (3) read/write, and (4) operand size. BBRA isinitialized to H'0000 by a power-
on reset; after amanual reset, its value is undefined.

Bits 15 to 8—Reserved: These hits are aways read as 0. The write value should always be 0.

Bits 7 and 6—CPU/DMAC, E-DMAC Cycle Select A (CPA1, CPAO): These bits specify whether
aCPU cycle, or aDMAC or E-DMAC cycle, isto be selected as the bus cycle used as a channel A
break condition.

Bit 7: Bit 6:

CPA1 CPAO Description

0 0 Channel A user break interrupt is not generated (Initial value)
1 CPU cycle is selected as user break condition

1 0 DMAC or E-DMAC cycle is selected as user break condition
1 CPU, DMAC, or E-DMAC cycle is selected as user break condition

Rev. 2.00, 03/05, page 207 of 884
RENESAS



Bits 5 and 4—Instruction Fetch/Data Access Select A (IDAL, IDAO): These bits specify whether
an instruction fetch cycle or data access cycle isto be selected as the bus cycle used as achannel A
break condition.

Bit 5: Bit 4:

IDA1 IDAO Description

0 0 Channel A user break interrupt is not generated (Initial value)
1 Instruction fetch cycle is selected as break condition

1 0 Data access cycle is selected as break condition
1 Instruction fetch cycle or data access cycle is selected as break condition

Bits 3 and 2—Read/Write Select A (RWA1, RWAOQ): These hits specify whether aread cycle or
write cycle isto be selected as the bus cycle used as a channel A break condition.

Bit 3: Bit 2:

RWA1 RWAO Description

0 0 Channel A user break interrupt is not generated (Initial value)
1 Read cycle is selected as break condition

1 0 Write cycle is selected as break condition
1 Read cycle or write cycle is selected as break condition

Bits 1 and 0—Operand Size Select A (SZA1, SZA0): These bits select the operand size of the bus
cycle used as a channel A break condition.

Bit 1: Bit O:

SZAl1 SZAO Description

0 0 Operand size is not included in break conditions (Initial value)
1 Byte access is selected as break condition

1 0 Word access is selected as break condition
1 Longword access is selected as break condition

Notes: When a break is to be executed on an instruction fetch, clear the SZAO bit to 0. All
instructions are regarded as being accessed using word size (instruction fetches are always
performed as longword).

In the case of an instruction, the operand size is word; in the case of a CPU/DMAC, E-
DMAC data access, it is determined by the specified operand size. Note that the operand
size is not determined by the bus width of the space accessed.
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6.24 Break AddressRegister B (BARB)

BARBH
Bitt 15 14 13 12 11 10 9 8
\ BAB31‘ BABSO‘ BABZQ‘ BAazs\ BABZ?\ BABZB‘ BABZS‘ BABZ4‘
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RW RW  RMW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
‘ BABZS‘ BABZZ‘ BABZl‘ BABZO‘ BABlQ‘ BABlS‘ BABl7‘ BAB16
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
BARBL
Bitt 15 14 13 12 11 10 9 8
‘ BABl5‘ BABl4‘ BABl3‘ BABlZ‘ BABll‘ BAB10 ‘ BAB9 ‘ BABS ‘
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
\ BAB7 \ BAB6 \ BABS5 \ BAB4 \ BAB3 \ BAB2 \ BAB1 \ BABO \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Break address register B (BARB) consists of two 16-bit readable/writable registers: break address
register BH (BARBH) and break address register BL (BARBL). BARBH specifies the upper half
(bits 31 to 16) of the address used as a channel B break condition, and BARBL specifies the lower
half (bits 15 to 0). BARBH and BARBL are initialized to H'0000 by a power-on reset; after a
manual reset, their values are undefined.

BARBH Bits 15 to 0—Break Address B31 to B16 (BAB31 to BAB16): These bits store the upper
half (bits 31 to 16) of the address used as a channel B break condition.

BARBL Bits 15 to 0—Break Address B15 to BO (BAB15 to BABO): These bits store the lower
half (bits 15 to 0) of the address used as a channel B break condition.
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6.2.5 Break AddressMask Register B (BAMRB)

BAMRBH
Bitt 15 14 13 12 11 10 9 8

\ BAMB31 \ BAMB30 \ BAMB29 \ BAMB28 \ BAMB27 \ BAMB26 \ BAMB25 \ BAMBZ4‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘ BAMB23 ‘ BAMB22 ‘ BAMB21 ‘ BAMB20 ‘ BAMB19 ‘ BAMB18 ‘ BAMB17 ‘ BAMB16 ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

BAMRBL
Bitt 15 14 13 12 11 10 9 8
‘BAMBlS‘BAMBl4‘BAMBl3‘BAMBlZ‘BAMBll‘BAMBlO‘ BAMB9 ‘ BAMBS ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
\ BAMB7 \ BAMB6 \ BAMBS \ BAMB4 \ BAMB3 \ BAMB2 \ BAMB1 \ BAMBO \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W RW R/W R/W R/W R/W R/W

Break address mask register B (BAMRB) consists of two 16-bit readable/writable registers. break
address mask register BH (BAMRBH) and break address mask register BL (BAMRBL).
BAMRBH specifies which bits of the break address set in BARBH are to be masked, and
BAMRBL specifies which bits of the break address set in BARBL are to be masked. BAMRBH
and BAMRBL areinitialized to H'0000 by a power-on reset; after amanual reset, their values are
undefined.

BAMRBH Bits 15 to 0—Bresk Address Mask B31 to B16 (BAMB31 to BAMB16): These hits
specify whether or not corresponding channel B break address bits 31 to 16 (BAB31 to BAB16)
set in BARBH are to be masked.

BAMRBL Bits 15 to 0—Break Address Mask B15 to BO (BAMB15 to BAMBO): These bits
specify whether or not corresponding channel B break address bits 15 to 0 (BAB15 to BABO) set
in BARBL are to be masked.
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Bit 31 to O:

BAMBnN Description
0 Channel B break address bit BABn is included in break condition (Initial value)
1 Channel B break address bit BABn is masked, and not included in condition

Note: n=31to0

6.2.6 Break Bus Cycle Register B (BBRB)

Bitt 15 14 13 12 11 10 9 8
-l -1 -7T=-7T-=-7T=-7T=17T="1
Initial value: 0 0 0 0 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
\ CPB1 \ CPBO \ IDB1 \ IDBO \ RWB1 \ RWBO \ SzB1 \ SZBO \
Initial value: 0 0 0 0 0 0 0 0

R/W: RW R/W RW R/W R/IW R/W R/IW R/W

Break bus cycle register B (BBRB) is a 16-hit readable/writable register that sets four channel B
break conditions. (1) CPU cycle/on-chip DMAC (DMAC, E-DMAC) cycle, (2) instruction
fetch/data access, (3) read/write, and (4) operand size. BBRB isinitialized to H'0000 by a power-
on reset; after amanual reset, its value is undefined.

Bits 15 to 8—Reserved: These hits are aways read as 0. The write value should always be 0.

Bits 7 and 6—CPU/DMAC, E-DMAC Cycle Select B (CPB1, CPBO0): These bits specify whether
aCPU cycle, or aDMAC or E-DMAC cycle, isto be selected as the bus cycle used as a channel B
break condition.

Bit 7: Bit 6:

CPB1 CPBO Description

0 0 Channel B user break interrupt is not generated (Initial value)
1 CPU cycle is selected as user break condition

1 0 DMAC or E-DMAC cycle is selected as user break condition
1 CPU, DMAC, or E-DMAC cycle is selected as user break condition
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Bits 5 and 4—Instruction Fetch/Data Access Select B (IDB1, IDBO): These hits specify whether
an instruction fetch cycle or data access cycle isto be selected as the bus cycle used as achannel B
break condition.

Bit 5: Bit 4:

IDB1 IDBO Description

0 0 Channel B user break interrupt is not generated (Initial value)
1 Instruction fetch cycle is selected as break condition

1 0 Data access cycle is selected as break condition
1 Instruction fetch cycle or data access cycle is selected as break condition

Bits 3 and 2—Read/Write Select B (RWB1, RWBO): These bits specify whether aread cycle or
write cycle isto be selected as the bus cycle used as a channel B break condition.

Bit 3: Bit 2:

RwWB1 RWBO Description

0 0 Channel B user break interrupt is not generated (Initial value)
1 Read cycle is selected as break condition

1 0 Write cycle is selected as break condition
1 Read cycle or write cycle is selected as break condition

Bits 1 and 0—Operand Size Select B (SZB1, SZB0): These bits select the operand size of the bus
cycle used as a channel B break condition.

Bit 1: Bit O:

SZB1 SZBO Description

0 0 Operand size is not included in break conditions (Initial value)
1 Byte access is selected as break condition

1 0 Word access is selected as break condition
1 Longword access is selected as break condition

Notes: When a break is to be executed on an instruction fetch, clear the SZBO0 bit to 0. All
instructions are regarded as being accessed using word size (instruction fetches are always
performed as longword).

In the case of an instruction, the operand size is word; in the case of a CPU/DMAC, E-
DMAC data access, it is determined by the specified operand size. Note that the operand
size is not determined by the bus width of the space accessed.

Rev. 2.00, 03/05, page 212 of 884
RENESAS



6.2.7 Break Address Register C (BARC)

BARCH
Bitt 15 14 13 12 11 10 9 8
\ BAC31 \ BAC30 \ BAC29 \ BAC28 \ BAC27 \ BAC26 \ BAC25 \ BAC24 \
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RW RW  RMW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
‘ BAC23 ‘ BAC22 ‘ BAC21 ‘ BAC20 ‘ BAC19 ‘ BAC18 ‘ BAC17 ‘ BAC16 ‘
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
BARCL
Bitt 15 14 13 12 11 10 9 8
‘ BAC15 ‘ BAC14 ‘ BAC13 ‘ BAC12 ‘ BAC11 ‘ BAC10 ‘ BAC9 ‘ BACS \
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
\ BAC7 \ BAC6 \ BAC5 \ BAC4 \ BAC3 \ BAC2 \ BAC1 \ BACO \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Break address register C (BARC) consists of two 16-bit readable/writable registers: break address
register CH (BARCH) and break address register CL (BARCL). BARCH specifies the upper half
(bits 31 to 16) of the address used as a channel C break condition, and BARCL specifies the lower
half (bits 15 to 0). The address bus connected to the X/Y memory can also be specified as a break
condition by making a setting in the XY EC bit/XY SC bit in break bus cycle register C (BBRC).
When XY EC = 0, BAC31 to BACO specify the address. When XY EC = 1, the upper 16 bits
(BAC31to BAC16) of BARC specify the X address bus, and the lower 16 bits (BAC15 to BACO)
specify the Y address bus. BARCH and BARCL areinitialized to H'0000 by a power-on reset;
after amanual reset, their values are undefined.

Rev. 2.00, 03/05, page 213 of 884
RENESAS



BARC Configuration

Upper 16 Bits Lower 16 Bits
(BAC31 to BAC16) (BAC15 to BACO0)
XYEC=0  Address Upper 16 bits of address bus ~ Lower 16 bits of address bus
XYEC=1 X address X address —
(when XYSC =0) (XAB15 to XAB1)*
Y address — Y address
(when XYSC = 1) (YAB15 to YAB1)*

Note: * Asan X/Y bus access is always a word access, the values of XABO and YABO is not
included in the break condition.

6.2.8 Break Address Mask Register C (BAMRC)

BAMRCH

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

BAMRCL

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

15 14 13 12 11 10 9 8
\ BAMC31 \ BAMCBO‘ BAMC29 \ BAMC28 \ BAMC27 \ BAMC26 \ BAMCZS‘ BAMC24‘
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
7 6 5 4 3 2 1 0
\ BAMC23 \ BAMC22 \ BAMC21 \ BAMC20 \ BAMClQ‘ BAMC18 \ BAMCl?‘ BAMC16 \
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
15 14 13 12 11 10 9 8
‘BAMClS‘BAMC14‘BAMClB‘BAMClZ‘BAMCll‘BAMClO‘ BAMC9 \ BAMCS \
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
7 6 5 4 3 2 1 0
‘ BAMC7 ‘ BAMC6 ‘ BAMC5 ‘ BAMC4 ‘ BAMC3 ‘ BAMC?2 ‘ BAMC1 ‘ BAMCO ‘
0 0 0 0 0 0 0 0
RIW RIW RIW RIW RIW RIW RIW RIW
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Break address mask register C (BAMRC) consists of two 16-bit readable/writable registers. break
address mask register CH (BAMRCH) and break address mask register CL (BAMRCL).
BAMRCH specifies which bits of the break address set in BARCH are to be masked, and
BAMRCL specifies which bits of the break address set in BARCL are to be masked. Operation
also depends on bits XYEC and XY SC in BBRC as shown below.

BAMRC Configuration

Upper 16 Bits
(BAMC31 to BAMC16)

Lower 16 Bits
(BAMC15 to BAMCO)

XYEC =0 Address Upper 16 bits maskable Lower 16 bits maskable
XYEC =1 X address Maskable —

(when XYSC =0)

Y address — Maskable

(when XYSC =1
Bit 31 to O:
BAMCn Description
0 Channel C break address bit BACn is included in break condition (Initial value)
1 Channel C break address bit BACn is masked, and not included in condition

Note: n=31to0
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6.2.9 Break Data Register C (BDRC)

BDRCH
Bit:
Initial value:
R/W:
Bit:
Initial value:
R/W:
BDRCL
Bit:
Initial value:
R/W:
Bit:
Initial value:
R/W:

15 14 13 12 11 10 9 8
\ BDC31 \ BDC30 \ BDC29 \ BDC28 \ BDC27 \ BDC26 \ BDC25 \ BDC24 \
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

7 6 5 4 3 2 1 0
‘ BDC23 ‘ BDC22 ‘ BDC21 ‘ BDC20 ‘ BDC19 ‘ BDC18 ‘ BDC17 ‘ BDC16 ‘
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

15 14 13 12 11 10 9 8
‘ BDC15 ‘ BDC14 ‘ BDC13 ‘ BDC12 ‘ BDC11 ‘ BDC10 ‘ BDC9 ‘ BDCS \
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

7 6 5 4 3 2 1 0
\ BDC7 \ BDC6 \ BDC5 \ BDC4 \ BDC3 \ BDC2 \ BDC1 \ BDCO \
0 0 0 0 0 0 0 0

R/W R/W RW R/W R/W R/W R/W R/W

Break dataregister C (BDRC) consists of two 16-bit readable/writable registers: break data
register CH (BDRCH) and break dataregister CL (BDRCL). BDRCH specifies the upper half
(bits 31 to 16) of the data used as a channel C break condition, and BDRCL specifiesthe lower
half (bits 15 to 0). The data bus connected to the X/Y memory can also be specified as a break
condition by making a setting in the XY EC bit/XY SC bit in break bus cycle register C (BBRC).
When XY EC = 1, the upper 16 bits (BDC31 to BDC16) of BDRC specify the X data bus, and the
lower 16 hits (BDC15 to BDCO) specify the Y data bus.
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BDRC Configuration

Upper 16 Bits
(BDC31 to BDC16)

Lower 16 Bits
(BDC15 to BDCO)

XYEC =0 Data

Upper 16 bits of data bus

Lower 16 bits of data bus

XYEC=1 X data X data —
(when XYSC=0)  (XDB15 to XDBO)
Y data — Y data
(when XYSC = 1) (YDB15 to YDBO)
6.2.10 Break DataMask Register C (BDMRC)
BDMRCH
Bitt 15 14 13 12 11 10 9 8
\BDMC3QBDMC3®BDMczﬂBDMczﬂBDMczﬂBDMczqBDMC2QBDMC24
Initial value: 0 0 0 0 0 0 0 0
RW: RW RIW RIW RIW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
‘BDMC2ﬂBDMCZﬂBDMC2”BDMCZWBDMClﬂBDMClﬂBDMClﬂBDMClq
Initial value: 0 0 0 0 0 0 0 0
RW: RW RIW RIW RIW RIW RIW RIW RIW
BDMRCL
Bitt 15 14 13 12 11 10 9 8
\BDMClﬂBDMClqBDMClﬂBDMClﬁBDMClﬂBDMCﬂWBDMC9\BDMCB\
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
‘BDMC7‘BDMC6‘BDMC5‘BDMC4‘BDMC3‘BDMC2‘BDMC1‘BDMCO‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Break data mask register C (BDMRC) consists of two 16-bit readable/writable registers: break
data mask register CH (BDMRCH) and break data mask register CL (BDMRCL). BDMRCH
specifies which bits of the break data set in BDRCH are to be masked, and BDMRCL specifies
which bits of the break data set in BDRCL are to be masked. Operation also depends on bits
XYEC and XY SC in BBRC as shown below. BDMRCH and BDMRCL areinitialized to H'0000
by a power-on reset; after amanual reset, their values are undefined.
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BDMRC Configuration

Upper 16 Bits Lower 16 Bits
(BDMC31 to BDMCL16) (BDMC15 to BDMCO)
XYEC =0 Data Upper 16 bits maskable Lower 16 bits maskable
XYEC=1 X data Maskable —
(when XYSC =0)
Y data — Maskable
(when XYSC =1)
Bits 31 to O:
BDMCn Description
0 Channel C break data bit BDCn is included in break condition  (Initial value)
1 Channel C break data bit BDCn is masked, and not included in condition

Notes: 1. n=31t00
2. When including the data bus value in the break condition, specify the operand size.
3. When specifying byte size, and using odd-address data as a break condition, set the
value in bits 7 to 0 of BDRC and BDMRC. When using even-address data as a break
condition, set the value in bits 15 to 8. The unused 8 bits of these registers have no
effect on the break condition.
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6.2.11 Break BusCycle Register C (BBRC)

Bitt 15 14 13 12 11 10 9 8
= = = [ = = 1~ x|
Initial value: 0 0 0 0 0 0 0 0
RIW: R R R R R R RIW RIW
Bit: 7 6 5 4 3 2 1 0
\ CPC1 \ CPCO \ IDC1 \ IDCO \ RWC1 \ RWCO \ szc1 \ SZCo \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Break bus cycle register C (BBRC) is a 16-bit readable/writable register that sets five channel C
break conditions:. (1) internal bus (C-bus, I-bus)/X memory bus’Y memory bus), (2) CPU
cycle/on-chip DMAC (DMAC, E-DMAC) cycle, (3) ingtruction fetch/data access, (4) read/write,
and (5) operand size. BBRC is initialized to H'0000 by a power-on reset; after a manual reset, its
value is undefined.

Bits 15 to 10—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 9—X/Y Memory Bus Enable C (XY EC): Selects whether the X/Y busis used as achannel C
break condition.

Bit 9: XYEC Description

0 Cache bus or internal bus is selected as condition for channel C address/data
(Initial value)

1 X/Y bus is selected as condition for channel C address/data

Bit 8—X Bug'Y Bus Select C (XY SC): Selects whether the X bus or the Y busisused asa
channel C break condition. This bit isvalid only when bit XYEC = 1.

Bit 8: XYSC Description
0 X bus is selected as channel C break condition (Initial value)
1 Y bus is selected as channel C break condition

The configuration of bits 7 to 0 isthe same asfor BBRA.
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6.2.12 Break Execution Times Register C (BETRC)

Bit. 15 14 13 12 11 10 9 8
\ — \ — \ — \ — ‘ETRCll‘ETRClO‘ ETRCY \ ETRC8 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R RW RW RW  RW
Bitt 7 6 5 4 3 2 1 0
\ ETRC7 \ ETRC6 \ ETRC5 \ ETRC4 \ ETRC3 \ ETRC2 \ ETRC1 \ ETRCO \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

When a channel C execution-times break condition is enabled (by setting the ETBEC bit in
BRCR), this 16-bit register specifies the number of times a channel C break condition occurs
before a user break interrupt is requested. The maximum value is 2*2 — 1 times. Each time a
channel C break condition occurs, the value in BETRC is decremented by 1. After the BETRC
value reaches H'0001, an interrupt is requested when a break condition next occurs.

As exceptions and interrupts cannot be accepted for instructions in arepeat |oop comprising no
more than three instructions, BETRC is not decremented by the occurrence of a break condition
for an ingtruction in such arepeat loop (see 4.6, When Exception Sources Are Not Accepted).

Bits 15to 12 are always read as O, and should only be written with O.

BETRC isinitialized to H'0000 by a power-on reset.
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6.2.13 Break Address Register D (BARD)

BARDH
Bit 15 14 13 12 11 10 9 8

‘BAD31‘ BADBO‘ BAD29‘ BAD28‘ BAD27‘ BADZG‘ BAD25‘ BAD24‘
Initial value 0 0 0 0 0 0 0 0

Read/Write R/W R/W R/W R/W R/W R/W R/W R/W

Bit 7 6 5 4 3 2 1 0
‘BAD23‘ BAD22‘ BAD21‘ BADZO‘ BAD19‘ BADlS‘ BADl?‘ BADlG‘
Initial value 0 0 0 0 0 0 0 0

Read/Write  R/W R/W RW R/W R/W R/W R/W R/W

BARDL
Bit 15 14 13 12 11 10 9 8

‘ BADlS‘ BAD14‘ BAD13‘ BAD12‘ BADll‘ BAD10 ‘ BAD9 ‘ BADS ‘
Initial value 0 0 0 0 0 0 0 0

Read/Write  R/W R/W R/W R/W R/IW R/W R/W R/W

Bit 7 6 5 4 3 2 1 0
‘ BAD7 ‘ BADG ‘ BADS ‘ BAD4 ‘ BAD3 ‘ BAD2 ‘ BAD1 ‘ BADO ‘
Initial value 0 0 0 0 0 0 0 0

Read/Write  R/W R/W R/W R/W R/W R/W R/W R/W

Break addressregister D (BARD) consists of two 16-bit readable/writable registers: break address
register DH (BARDH) and break addressregister DL (BARDL). BARDH specifies the upper half
(bits 31 to 16) of the address used as a channel D break condition, and BARDL specifiesthe lower
half (bits 15 to 0). The address bus connected to the X/Y memory can also be specified as a break
condition by making a setting in the XY ED bit/XY SD bit in break bus cycle register D (BBRD).
When XYED = 0, BAD31 to BADO specify the address. When XYED = 1, the upper 16 bits
(BAD31 to BAD16) of BARD specify the X address bus, and the lower 16 bits (BAD15 to BADO)
specify the Y address bus. BARDH and BARDL areinitialized to H'0000 by a power-on reset;
after amanual reset, their values are undefined.
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BARD Configuration

Upper 16 Bits Lower 16 Bits
(BAD31 to BAD16) (BAD15 to BADO)
XYED=0  Address Upper 16 bits of address bus ~ Lower 16 bits of address bus
XYED=1 X address X address —
(when XYSD =0) (XAB15 to XAB1)*
Y address — Y address
(when XYSD = 1) (YAB15 to YAB1)*

Note: * Asan X/Y bus access is always a word access, the values of XABO and YABO is not
included in the break condition.

6.2.14 Break AddressMask Register D (BAMRD)

BAMRDH

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

BAMRDL

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

15 14 13 12 11 10 9 8
\ BAMD31 \ BAMDBO‘ BAMD29 \ BAMD28 \ BAMD27 \ BAMD26 \ BAMD25‘ BAMD24‘
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
7 6 5 4 3 2 1 0
\ BAMD23 \ BAMD22 \ BAMD21 \ BAMD20 \ BAMDlQ‘ BAMD18 \ BAMDl?‘ BAMD16 \
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
15 14 13 12 11 10 9 8
‘BAMDlS‘BAMD14‘BAMDlB‘BAMDlZ‘BAMDll‘BAMDlO‘ BAMD9 \ BAMDS \
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
7 6 5 4 3 2 1 0
‘ BAMD? ‘ BAMD6 ‘ BAMDS5 ‘ BAMD4 ‘ BAMD3 ‘ BAMD?2 ‘ BAMD1 ‘ BAMDO ‘
0 0 0 0 0 0 0 0
RIW RIW RIW RIW RIW RIW RIW RIW
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Break address mask register D (BAMRD) consists of two 16-bit readable/writable registers: break
address mask register DH (BAMRDH) and break address mask register DL (BAMRDL).
BAMRDH specifies which bits of the break address set in BARDH are to be masked, and
BAMRDL specifies which bits of the break address set in BARDL are to be masked. Operation
also depends on bits XYED and XY SD in BBRD as shown below.

BAMRD Configuration

Upper 16 Bits
(BAMD31 to BAMD16)

Lower 16 Bits
(BAMD15 to BAMDO)

XYED=0  Address Upper 16 bits maskable Lower 16 bits maskable
XYED =1 X address Maskable —

(when XYSD =0)

Y address — Maskable

(when XYSD =1)
Bits 31 to O:
BAMDnN Description
0 Channel D break address bit BADn is included in break condition

(Initial value)

1 Channel D break address bit BADn is masked, and not included in condition

Note: n=31to0
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6.2.15 Break Data Register D (BDRD)

BDRDH
Bit:
Initial value:
R/W:
Bit:
Initial value:
R/W:
BDRDL
Bit:
Initial value:
R/W:
Bit:
Initial value:
R/W:

15 14 13 12 11 10 9 8
\ BDD31 \ BDD30 \ BDD29 \ BDD28 \ BDD27 \ BDD26 \ BDD25 \ BDD24 \
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

7 6 5 4 3 2 1 0
‘ BDD23 ‘ BDD22 ‘ BDD21 ‘ BDD20 ‘ BDD19 ‘ BDD18 ‘ BDD17 ‘ BDD16 ‘
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

15 14 13 12 11 10 9 8
‘ BDD15 ‘ BDD14 ‘ BDD13 ‘ BDD12 ‘ BDD11 ‘ BDD10 ‘ BDD9 ‘ BDDS ‘
0 0 0 0 0 0 0 0

R/W R/W R/W R/W R/W R/W R/W R/W

7 6 5 4 3 2 1 0
\ BDD7 \ BDD6 \ BDD5 \ BDD4 \ BDD3 \ BDD2 \ BDD1 \ BDDO \
0 0 0 0 0 0 0 0

R/W R/W RW R/W R/W R/W R/W R/W

Break dataregister D (BDRD) consists of two 16-bit readable/writable registers: break data
register DH (BDRDH) and break data register DL (BDRDL). BDRDH specifies the upper half
(bits 31 to 16) of the data used as achannel D break condition, and BDRDL specifies the lower
half (bits 15 to 0). The data bus connected to the X/Y memory can also be specified as a break
condition by making a setting in the XY ED bit/XY SD bit in break bus cycle register D (BBRD).
When XYED = 1, the upper 16 bits (BDD31 to BDD16) of BDRD specify the X data bus, and the
lower 16 hits (BDD15 to BDDO) specify the Y data bus.
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BDRD Configuration

Upper 16 Bits
(BDD31 to BDD16)

Lower 16 Bits
(BDD15 to BDDO)

XYED=0 Data Upper 16 bits of data bus Lower 16 bits of data bus
XYED=1 Xdata X data —
(when XYSD =0)  (XDB15 to XDBO)
Y data — Y data
(when XYSD = 1) (YDB15 to YDBO)
6.2.16 Break DataMask Register D (BDMRD)
BDMRDH
Bitt 15 14 13 12 10 9 8
‘BDMDquDMDsqBDMDzﬂBDMDzﬂBDMozﬂBDMquBDMD2ﬂBDMD24
Initial value: 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW
Bit: 7 5 4 2 1 0
‘BDMDZﬂBDMDZﬂBDMDZHBDMDZWBDMDlﬂBDMDlﬂBDMDlﬂBDMqu
Initial value: 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW
BDMRDL
Bitt 15 14 13 12 10 9 8
\BDMD1ﬂBDMquBDMD1ﬂBDMD14BDMDlﬂBDMDlO\BDMDQ\BDMDS\
Initial value: 0 0 0 0 0 0
RW: RW RIW RIW RIW RIW RIW RIW
Bit; 7 5 4 2 1 0
‘BDMD?‘BDMDG‘BDMDS‘BDMD4‘BDMD3‘BDMDZ‘BDMDl‘BDMDO‘
Initial value: 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW

Break data mask register D (BDMRD) consists of two 16-bit readable/writable registers: break
datamask register DH (BDMRDH) and break data mask register DL (BDMRDL). BDMRDH
specifies which bits of the break data set in BDRDH are to be masked, and BDMRDL specifies

which bits of the break data set in BDRDL are to be masked. Operation also depends on bits
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XYED and XY SD in BBRD as shown below. BDMRDH and BDMRDL areinitialized to H'0000
by a power-on reset; after amanual reset, their values are undefined.

BDMRD Configuration

Upper 16 Bits Lower 16 Bits
(BDMD31 to BDMD16) (BDMD15 to BDMDO)
XYED =0 Data Upper 16 bits maskable Lower 16 bits maskable
XYED =1 X data Maskable —
(when XYSD =0)
Y data — Maskable
(when XYSD =1)
Bits 31 to O:
BDMDn Description
0 Channel D break data bit BDDn is included in break condition  (Initial value)
1 Channel D break data bit BDDn is masked, and not included in condition

Notes: 1. n=31t00
2. When including the data bus value in the break condition, specify the operand size.
3. When specifying byte size, and using odd-address data as a break condition, set the
value in bits 7 to 0 of BDRD and BDMRD. When using even-address data as a break
condition, set the value in bits 15 to 8. The unused 8 bits of these registers have no
effect on the break condition.
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6.2.17 Break BusCycle Register D (BBRD)

Bitt 15 14 13 12 11 10 9 8
== === e e
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R RIW RIW
Bit: 7 6 5 4 3 2 1 0
\ CPD1 \ CPDO \ IDD1 \ IDDO \ RWD1 \ RWDO \ szD1 \ SzDo \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/IW R/W

Break bus cycle register D (BBRD) is a 16-bit readable/writable register that sets five channel D
break conditions: (1) internal bus (C-bus, I-bus)/X memory bus/Y memory bus), (2) CPU
cycle/on-chip DMAC (DMAC, E-DMAC) cycle, (3) instruction fetch/data access, (4) read/write,
and (5) operand size. BBRD isinitialized to H'0000 by a power-on reset; after amanual reset, its
value is undefined.

Bits 15 to 10—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 9—X/Y Memory Bus Enable D (XY ED): Selects whether the X/Y busis used as a channel D
break condition.

Bit 9: XYED Description

0 Cache bus or internal bus is selected as condition for channel D address/data
(Initial value)

1 X/Y bus is selected as condition for channel D address/data

Bit 8—X Bug'Y Bus Select D (XY SD): Selects whether the X bus or the Y busisused asa
channel D break condition. This bit isvalid only when bit XYED = 1.

Bit 8: XYSD Description
0 X bus is selected as channel D break condition (Initial value)
1 Y bus is selected as channel D break condition

The configuration of bits 7 to O isthe same asfor BBRA.
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6.2.18 Break Execution TimesRegister D (BETRD)

Bit. 15 14 13 12 11 10 9 8
\ — \ — \ — \ — ‘ETRDll‘ETRDlO‘ ETRD9 \ ETRD8 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R RW RW RW  RW
Bitt 7 6 5 4 3 2 1 0
\ ETRD7 \ ETRD6 \ ETRD5 \ ETRD4 \ ETRD3 \ ETRD2 \ ETRD1 \ ETRDO \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

When a channel D execution-times break condition is enabled (by setting the ETBED bit in
BRCR), this 16-bit register specifies the number of times a channel D break condition occurs
before a user break interrupt is requested. The maximum value is 2*2 — 1 times. Each time a
channel D break condition occurs, the value in BETRD is decremented by 1. After the BETRD
value reaches H'0001, an interrupt is requested when a break condition next occurs.

As exceptions and interrupts cannot be accepted for instructions in arepeat |oop comprising no
more than three instructions, BETRD is not decremented by the occurrence of a break condition
for an ingtruction in such arepeat |oop (see section 4.6, When Exception Sources Are Not
Accepted).

Bits 15 to 12 are always read as 0, and should only be written with O.

BETRD isinitialized to H'0000 by a power-on reset.
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6.2.19 Break Control Register (BRCR)

BRCRH
Bitt 15 14 13 12 11 10 9 8
‘CMFCA‘CMFPA‘ — \ — \ PCTE \ PCBA \ — \ — \
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RW RW  RMW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
‘CMFCB‘CMFPB‘ — ‘ SEQ1 ‘ SEQO ‘ PCBB ‘ — ‘ — ‘
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
BRCRL
Bitt 15 14 13 12 11 10 9 8
‘CMFCC‘CMFPC‘ ETBEC‘ — ‘ DBEC ‘ PCBC ‘ — ‘ — ‘
Initial value: 0 0 0 0 0 0 0 0
RW: RMW  RMW RW  RMW RIW RIW RIW RIW
Bit; 7 6 5 4 3 2 1 0
‘CMFCD‘CMFPD‘ ETBED‘ — \ DBED \ PCBD \ — \ — \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

The break control register (BRCR) is used to make the following settings:

1. Setting of independent channel mode or sequential condition mode for channels A, B, C, and D
2. Selection of pre- or post-instruction-execution break in case of an instruction fetch cycle

3. Selection of whether the data busisto be included in the comparison conditions for channels C
and D

4. Selection of whether an execution-times break is to be set for channels C and D
5. Selection of whether a PC trace isto be executed

BRCR also contains flags that are set when a condition is satisfied. BRCR is initialized to
H'00000000 by a power-on reset; after a manual reset, its value is undefined.
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Bit 31—CPU Condition Match Flag A (CMFCA): Thisflagis set to 1 when a CPU bus cycle
condition, among the break conditions set for channel A, is satisfied. Thisflag is not cleared to O
(if the flag setting is to be checked again after it has once been set, the flag must be cleared by a
write).

Bit 31: CMFCA  Description

0 User break interrupt has not been generated by a channel A CPU cycle
condition (Initial value)
1 User break interrupt has been generated by a channel A CPU cycle condition

Bit 30—DMAC Condition Match Flag A (CMFPA): Thisflag is set to 1 when an on-chip DMAC
bus cycle condition, among the break conditions set for channel A, is satisfied. Thisflag is not
cleared to O (if the flag setting is to be checked again after it has once been set, the flag must be
cleared by awrite).

Bit 30: CMFPA  Description

0 User break interrupt has not been generated by a channel A on-chip DMAC
cycle condition (Initial value)

1 User break interrupt has been generated by a channel A on-chip DMAC cycle
condition

Bits 29 and 28—Reserved: These bits are always read as 0. The write value should always be 0.
Bit 27—PC Trace Enable (PCTE): Selects whether aPC traceis to be executed.

Bit 27: PCTE Description

0 PC trace is not executed (Initial value)

1 PC trace is executed

Bit 26—PC Break Select A (PCBA): Selects whether achannel A instruction fetch cycle break is
effected before or after execution of the instruction.

Bit 26: PCBA Description

0 Channel A instruction fetch cycle break is effected before instruction execution
(Initial value)
1 Channel A instruction fetch cycle break is effected after instruction execution

Bits 25 and 24—Reserved: These bits are always read as 0. The write value should always be 0.
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Bit 23—CPU Condition Match Flag B (CMFCB): Thisflagis set to 1 when a CPU bus cycle
condition, among the break conditions set for channel B, is satisfied. Thisflagis not cleared to 0
(if the flag setting is to be checked again after it has once been set, the flag must be cleared by a
write).

Bit 23: CMFCB  Description

0 User break interrupt has not been generated by a channel B CPU cycle
condition (Initial value)
1 User break interrupt has been generated by a channel B CPU cycle condition

Bit 22—DMAC Condition Match Flag B (CMFPB): Thisflagis set to 1 when an on-chip DMAC
bus cycle condition, among the break conditions set for channel B, is satisfied. Thisflagis not
cleared to O (if the flag setting is to be checked again after it has once been set, the flag must be
cleared by awrite).

Bit 22: CMFPB Description

0 User break interrupt has not been generated by a channel B on-chip DMAC
cycle condition (Initial value)

1 User break interrupt has been generated by a channel B on-chip DMAC cycle
condition

Bit 21—Reserved: Thisbit is always read as 0. The write value should always be 0.

Bits 20 and 19—Sequence Condition Select (SEQ1, SEQQ): These bits select independent or
sequential conditions for channels A, B, C, and D.

Bit 20: Bit 19:
SEQ1 SEQO Description

0 0 Comparison based on independent conditions for channels A, B, C, and D
(Initial value)

Channel C - D sequential condition; channels A and B independent

1 0 Channel B -~ C - D sequential condition; channel A independent

Channel A ~ B - C - D sequential condition

Bit 18—PC Break Select B (PCBB): Selects whether achannel B instruction fetch cycle break is
effected before or after execution of the instruction.

Bit 18: PCBB Description

0 Channel B instruction fetch cycle break is effected before instruction execution
(Initial value)
1 Channel B instruction fetch cycle break is effected after instruction execution
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Bits 17 and 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 15—CPU Condition Match Flag C (CMFCC): Thisflagis set to 1 when a CPU bus cycle
condition, among the break conditions set for channel C, is satisfied. Thisflagisnot cleared to 0
(if the flag setting is to be checked again after it has once been set, the flag must be cleared by a
write).

Bit 15: CMFCC  Description

0 User break interrupt has not been generated by a channel C CPU cycle
condition (Initial value)
1 User break interrupt has been generated by a channel C CPU cycle condition

Bit 14—DMAC Condition Match Flag C (CMFPC): Thisflagis set to 1 when an on-chip DMAC
bus cycle condition, among the break conditions set for channel C, is satisfied. Thisflagis not
cleared to O (if the flag setting is to be checked again after it has once been set, the flag must be
cleared by awrite).

Bit 14: CMFPC  Description

0 User break interrupt has not been generated by a channel C on-chip DMAC
cycle condition (Initial value)

1 User break interrupt has been generated by a channel C on-chip DMAC cycle
condition

Bit 13—Execution-Times Break Enable C (ETBEC): Enables a channel C execution-times break
condition. When this bit is 1, a user break interrupt is generated when the number of break
conditions that have occurred equals the number of executions specified by the break execution
times register (BETRC).

Bit 13: ETBEC Description

0 Channel C execution-times break condition is disabled (Initial value)

1 Channel C execution-times break condition is enabled

Bit 12—Reserved: This bit is always read as 0. The write value should always be 0.

Bit 11—Data Break Enable C (DBEC): Selects whether a data bus condition isto be included in
the channel C break conditions.

Bit 11: DBEC Description

0 Data bus condition is not included in channel C conditions (Initial value)

1 Data bus condition is included in channel C conditions
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Bit 10—PC Break Select C (PCBC): Selects whether achannel C ingtruction fetch cycle break is
effected before or after execution of the instruction.

Bit 10: PCBC Description

0 Channel C instruction fetch cycle break is effected before instruction execution
(Initial value)
1 Channel C instruction fetch cycle break is effected after instruction execution

Bits 9 and 8—Reserved: These hits are always read as 0. The write value should always be 0.

Bit 7—CPU Condition Match Flag D (CMFCD): Thisflagis set to 1 when a CPU bus cycle
condition, among the break conditions set for channel D, is satisfied. Thisflag is not cleared to O
(if the flag setting is to be checked again after it has once been set, the flag must be cleared by a
write).

Bit 7: CMFCD Description

0 User break interrupt has not been generated by a channel D CPU cycle
condition (Initial value)
1 User break interrupt has been generated by a channel D CPU cycle condition

Bit 6—DMAC Condition Match Flag D (CMFPD): Thisflagis set to 1 when aDMAC bus cycle
condition, among the break conditions set for channel D, is satisfied. Thisflag is not cleared to 0
(if the flag setting is to be checked again after it has once been set, the flag must be cleared by a
write).

Bit 6: CMFPD Description

0 User break interrupt has not been generated by a channel D on-chip DMAC
cycle condition (Initial value)

1 User break interrupt has been generated by a channel D on-chip DMAC cycle
condition

Bit 5—Execution-Times Break Enable D (ETBED): Enables achannel D execution-times break
condition. When this bit is 1, a user break interrupt is generated when the number of break
conditions that have occurred equals the number of executions specified by the break execution
times register (BETRD).

Bit 5: ETBED Description

0 Channel D execution-times break condition is disabled (Initial value)

1 Channel D execution-times break condition is enabled

Bit 4—Reserved: This bit is always read as 0. The write value should always be 0.
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Bit 3—Data Break Enable D (DBED): Selects whether a data bus condition isto be included in the
channel D break conditions.

Bit 3: DBED Description
0 Data bus condition is not included in channel D conditions (Initial value)
1 Data bus condition is included in channel D conditions

Bit 2—PC Break Select D (PCBD): Selects whether a channel D instruction fetch cycle break is
effected before or after execution of the instruction.

Bit 2. PCBD Description

0 Channel D instruction fetch cycle break is effected before instruction execution
(Initial value)

1 Channel D instruction fetch cycle break is effected after instruction execution

Bits 1 and 0—Reserved: These bits are always read as 0. The write value should always be 0.

6.2.20 Branch Flag Registers (BRFR)

Bit: 15 14 13 12 11 10 9 8
\ SVF \ PID2 \ PID1 \ PIDO \ — ‘ — ‘ — ‘ _ ‘
Initial value: 0 Undefined Undefined Undefined 0 0 0 0
R/W: R R R R
Bit: 7 6 5 4 3 2 1 0
(oF [ = [ - [ — [ - [ -1- 1]
Initial value: 0 0 0 0 0 0 0 0
R/W: R R

The branch flag registers (BRFR) comprise a set of four 16-bit read-only registers. The BRFR
registers contain flags indicating whether the actual branch addresses (in a branch instruction,
repesat, interrupt, etc.) have been saved in BRSR and BRDR, and a 3-bit pointer indicating the
number of cycles from fetch to execution of the last instruction executed. The BRFR registers
form aFIFO (first-in first-out) queue for PC trace use. The queue is shifted at each branch.

Bits SVF and DVF are initialized by a power-on reset, but bits PID2 to PIDO are not.

Bit 15—Source Verify Flag (SVF): Indicates whether the address and pointer that enable the
branch source address to be calculated have been stored in BRSR. Thisflag is set when the
instruction at the branch destination address is fetched, and reset when BRSR is read.
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Bit 15: SVF Description

0 BRSR value is invalid (Initial value)

1 BRSR value is valid

Bits 14 to 12—PID2 to PIDO: These bits comprise a pointer that indicates the instruction buffer
number of the instruction executed immediately before a branch occurred.

Bits 14 to 12:

PID2 to PIDO Description

Odd PID indicates instruction buffer number (Initial value)
Even PID+2 indicates instruction buffer number

Bits 11 to 8, 6 to 0—Reserved: These bits are always read as 0. The write value should always be
0.

Bit 7—Dedtination Verify Flag (DVF): Indicates whether the branch source address has been
stored in BRDR. Thisflag is set when the instruction at the branch destination addressis fetched,
and reset when BRDR is read.

Bit 7: DVF Description
0 BRDR value is invalid (Initial value)
1 BRDR value is valid

See the PC trace description for the method of executing a PC trace using the branch source
registers (BRSR), branch destination registers (BRDR), and branch flag registers (BRFR).

6.2.21 Branch Source Registers (BRSR)

BRSRH
Bit: 15 14 13 12 11 10 9 8
| BSA31 | BSA30 | BSA29 | BSA28 < BSA27 | BSA26 | BSA25 = BSA24
Initial value: Undefined Undefined Undefined Undefined Undefined Undefined Undefined Undefined
R/W: R R R R R R R R

Bit: 7 6 5 4 3 2 1 0

‘ BSA23 ‘ BSA22 ‘ BSA21 ‘ BSA20 ‘ BSA19 ‘ BSA18 ‘ BSA17 ‘ BSA16 ‘

Initial value: Undefined Undefined Undefined Undefined Undefined Undefined Undefined Undefined
RIW: R R R R R R R R
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BRSRL
Bitt 15 14 13 12 11 10 9 8
‘ BSAlS‘ BSA14‘ BSAlS‘ BSAlZ‘ BSAll‘ BSA10 ‘ BSA9 ‘ BSA8 ‘
Initial value: Undefined Undefined Undefined Undefined Undefined Undefined Undefined Undefined
RIW: R R R R R R R R

Bit: 7 6 5 4 3 2 1 0

‘ BSA7 ‘ BSA6 ‘ BSA5 ‘ BSA4 ‘ BSA3 ‘ BSA2 ‘ BSA1 ‘ BSAO ‘

Initial value: Undefined Undefined Undefined Undefined Undefined Undefined Undefined Undefined
R/W: R R R R R R R R

The branch source registers (BRSR) comprise a set of four 32-hit read-only registers. The values
in these registers are used to calculate the address of the last instruction executed before a branch
when performing a PC trace. The BRSR registers form a FIFO (first-in first-out) queue for PC
trace use. The queueis shifted at each branch.

The BRSR registers are not initialized by areset.

6.2.22 Branch Destination Registers (BRDR)

BRDRH
Bitt 15 14 13 12 11 10 9 8

‘ BDA31‘ BDASO‘ BDA29‘ BDA28‘ BDAZY‘ BDAZG‘ BDA25‘ BDA24‘

Initial value: Undefined Undefined Undefined Undefined Undefined Undefined Undefined Undefined
RIW: R R R R R R R R

Bit; 7 6 5 4 3 2 1 0

\ BDA23‘ BDAZZ‘ BDA21‘ BDAZO‘ BDA19‘ BDAlS‘ BDA17‘ BDAlG‘

Initial value: Undefined Undefined Undefined Undefined Undefined Undefined Undefined Undefined
RIW: R R R R R R R R
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BRDRL
Bitt 15 14 13 12 11 10 9 8
‘ BDA15 ‘ BDA14 ‘ BDA13 ‘ BDA12 ‘ BDA11 ‘ BDA10 ‘ BDA9 ‘ BDAS ‘
Initial value: Undefined Undefined Undefined Undefined Undefined Undefined Undefined Undefined
RIW: R R R R R R R R

Bit: 7 6 5 4 3 2 1 0

‘ BDA7 ‘ BDA6 ‘ BDA5 ‘ BDA4 ‘ BDA3 ‘ BDA2 ‘ BDA1 ‘ BDAO ‘

Initial value: Undefined Undefined Undefined Undefined Undefined Undefined Undefined Undefined
R/W: R R R R R R R R

The branch destination registers (BRDR) comprise a set of four 32-bit read-only registers. These
registers store the branch destination fetch addresses used when performing a PC trace. The
BRDR registers form a FIFO (first-in first-out) queue for PC trace use. The queue is shifted at
each branch.

The BRDR registers are not initialized by areset.
6.3 Operation

6.3.1 User Break Operation Sequence

The sequence of operations from setting of break conditionsto user break interrupt exception
handling is described below.

1. Set the break addressin the break address register (BARA/BARB/BARC/BARD), the bitsto

be masked in the break address mask register (BAMRA/BAMRB/BAMRC/BAMRD), the
break bitsin the break dataregister (BDRC/BDRD), and the data to be masked in the break
data mask register (BDMRC/BDMRD).
Set the break bus conditions in the break bus cycle register (BBRA/BBRB/BBRC/BBRD).
Make three settings—CPU cycle/on-chip DMAC cycle select, instruction fetch/data access
select, and read/write select—for each of BBRA, BBRB, BBRC, and BBRD. A user break
interrupt will not be generated for a channel for which any one of these settings is 00.

Set the respective conditions in the corresponding BRCR register bits.

2. When aset condition is satisfied, the UBC sends a user break interrupt request to the interrupt
controller (INTC). The CPU condition match flag (CMFCA/CMFCB/CMFCC/CMFCD) and
DMAC condition match flag (CMFPA/CMFPB/CMFPC/CMFPD) is also set for the matched
condition for the respective channel.
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. The INTC determines the priority of the user break interrupt. As the priority level of a user
break interrupt is 15, the interrupt is accepted if the level set in the interrupt mask bits (13 to 10)
in the status register (SR) is 14 or less. If the level set in bits13to 10 is 15, the user break
interrupt is not accepted, but is held pending until it can be. For details of priority
determination, see section 5, Interrupt Controller (INTC).

. If the user break interrupt is accepted after its priority is determined, the CPU begins user
break interrupt exception handling.

. Whether a set condition is matched or not can be ascertained from the respective condition
match flag (CMFCA, CMFPA, CMFCB, CMFPB, CMFCC, CMFPC, CMFCD, or CMFPD).
These flags are set by a match with the set condition, but are not reset. Therefore, if the setting
of aparticular flag is to be checked again, the flag must be cleared by writing 0.

When an execution-times break is specified for channel C or D, the CMFCC, CMFPC,
CMFCD, or CMFPD flag is set when the number of executions matches the number of
executions specified by BETRC or BETRD.

6.3.2 Instruction Fetch Cycle Break

. If aCPUl/ingtruction fetch/read/word setting is made in the break bus cycle register (BBRA,
BBRB, BBRC, or BBRD), a CPU instruction fetch cycle can be selected as a break condition.
In this case, it is possible to specify whether the break is to be effected before or after
execution of the relevant instruction by means of the PCBA/PCBB/PCBC/PCBD bit in the
break control register (BRCR).

. Inthe case of an ingtruction for which pre-execution is set as the break condition, the break is
performed when it has been confirmed that the instruction has been fetched and is to be
executed. Consequently, abreak cannot be set for an overrun-fetched instruction (an
instruction fetched but not executed in the event of a branch or interrupt transition). If a break
is set for the delay slot of a delayed branch instruction, or for the instruction following an
instruction for which interrupts are prohibited, such as LCD, an interrupt is generated before
execution of the next instruction at which interrupts are accepted.

. With the post-execution condition, an interrupt is generated after execution of the instruction
set as the break condition, and before execution of the following instruction. Asin 2 above, a
break cannot be set for an overrun-fetched instruction. If abreak is set for a delayed branch
instruction, or for an instruction for which interrupts are prohibited, such as LCD, an interrupt
is generated before execution of the next instruction at which interrupts are accepted.

. When an ingtruction fetch cycleis set for channel C or D, break dataregister C (BDRC) or
break dataregister D (BDRD) isignored. Therefore, break data need not be set for an
instruction fetch cycle break.
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5.

When an ingtruction fetch cycleis set, the start address at which that ingtruction is located
should be set for the break. A break will not occur if adifferent addressis set. Also, a break
will not occur if the address of the lower word of a 32-bit instruction is set.

6.3.3 Data Access Cycle Break

1

Memory cyclesfor which a CPU data access break can be set are memory cycles due to
instructions and stack operations and vector reads when exception handling is executed. A
CPU data access break cannot be set for a vector fetch cycle of an external vector interrupt, for
burst write of a synchronous DRAM, or for adummy access cycle of asingle read.

Table 6.2 shows the bits of the break address register and the address bus that are compared for
each operand size to determine whether a break condition has been matched.

Table6.2 Data Access Cycle Addressand Operand Size Comparison Conditions

Access Size Compared Address Bits

Longword Bits 31 to 2 of break address register compared with bits 31 to 2 of address bus
Word Bits 31 to 1 of break address register compared with bits 31 to 1 of address bus
Byte Bits 31 to O of break address register compared with bits 31 to 0 of address bus

This means, for example, that if address H'00001003 is set without specifying a size condition,
bus cyclesthat satisfy the break conditions are as follows (assuming that all other conditions
are satisfied):

Longword access at address H'00001000
Word access at address H'00001002
Byte access at address H'00001003

When datavalue is included in break condition in channel C

When the data value is included in the break conditions, specify longword, word, or byte as the
operand size in break bus cycle register C (BBRC). When the data value isincluded in the
break conditions, a break interrupt is generated on a match of the address condition and the
data condition.

When byte datais specified, set the same data in the two bytes comprising bits 15 to 8 and bits
7to0in break dataregister C (BDRC) and break data mask register C (BDMRC). If word or
byte is designated, bits 31 to 16 of BDRC and BDMRC are ignored.

Similar conditions apply when the data value is included in the break conditions for channel D.
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6.3.4 Saved Program Counter (PC) Value

1. When instruction fetch (pre-instruction-execution) is set as break condition
The program counter (PC) value saved to the stack in user break interrupt exception handling
is the address of the instruction for which the break condition matched. In this case, the fetched
instruction is not executed, a user break interrupt being generated prior to its execution. If a
setting is made for an ingtruction following an instruction for which interrupts are prohibited,
the break is effected before execution of the next instruction a which interrupts are accepted,
so that the saved PC value is the address at which the break occurs.

2. When instruction fetch (post-instruction-execution) is set as break condition
The program counter (PC) value saved to the stack in user break interrupt exception handling
is the address of the next instruction to be executed after the instruction for which the break
condition matched. In this case, the fetched instruction is executed, and a user break interrupt
is generated before execution of the next instruction. However, if asetting is made for an
instruction for which interrupts are prohibited, the break is effected before execution of the
next instruction a which interrupts are accepted, so that the saved PC value is the address at
which the break occurs.

3. When data access (CPU/on-chip DMAC) is set as break condition
The value saved is the start address of the next instruction after the instruction for which
execution has been completed when user break exception handling is initiated.
When data access (CPU/on-chip DMAC) is set as a break condition, the point at which the
break is to be made cannot be specified. A break is effected before execution of the instruction
about to be fetched around the time of the break data access.

6.3.5 X Memory Busor Y Memory Bus Cycle Break

A break condition for an X bus cycle or Y bus cycle can only be specified for channel C or D.
When XYEC in BBRC or XYED in BBRD is set to 1, break addresses and break data on the X
memory bus or Y memory bus are selected. Either the X memory bus or the Y memory bus must
be selected with the XY SC bit in BBRC or the XY SD bit in BBRD; the X and Y memory buses
cannot both be included in the break conditions at the same time. The break conditions are applied
to X memory bus cycles or Y memory bus cycles by setting the CPU bus master, data access
cycle, read or write access, and word operand size or no operand size specification.

When an X memory addressiis selected as a break condition, specify the X memory addressin the
upper 16 hits of BARC and BAMRC or BARD and BAMRD; when aY memory addressis
selected, specify the Y memory address in the lower 16 bits of BARC and BAMRC or BARD and
BAMRD. The same method is used to specify X memory dataor Y memory data for BDRC and
BDMRC or BDRD and BMRD.
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6.3.6 Sequential Break

Channel C to Channel D: When SEQ1 in BRCR isset to 0 and SEQO is set to 1, a sequential
break occurs when the conditions are met for channel C and then channel D, in that order. This
causes the BRCR condition match flag for each channel to be set to 1.

If the break conditions for channels C and D are met at the same time, and the conditions had not
aready been met for channel C, the conditions are considered to be met for channel C alone, in the
same manner as if the conditions were met for channel C first. Also, if the conditionsfor channel

C have aready been met when the break conditions for channels C and D are met at the same
time, the conditions for channel D are considered to be met and a break occurs.

Channel B to Channd C to Channd D: When SEQLin BRCRissetto 1 and SEQOissetto 0, a
sequential break occurs when the conditions are met for channel B, channel C, and then channel
D, inthat order. This causes the BRCR condition match flag for each channel to be set to 1.

If the break conditions for channels B and C are met a the sametime, and the conditions had not
aready been met for channel B, the conditions are considered to be met for channel B. Also, if the
conditions for channel B have already been met when the break conditions for channels B and C
are met at the same time, the conditions for channel C are considered to be met.

If the break conditions for channels C and D are met at the same time, and the conditions had not
already been met for channel C, the conditions are considered to be met for channel C. Also, if the
conditions for channel C have already been met when the break conditions for channels C and D
are met at the same time, the conditions for channel D are considered to be met and a break
occurs.

Channel A to Channel B to Channel C to Channel D: When SEQ1in BRCRissetto 1 and
SEQOisset to 1, asequential break occurs when the conditions are met for channel A, channel B,
channel C, and then channel D, in that order. This causes the BRCR condition match flag for each
channel to be set to 1.

If the break conditions for channels A and B are met at the same time, and the conditions had not
already been met for channel A, the conditions are considered to be met for channel A. Also, if the
conditions for channel A have already been met when the break conditions for channels A and B
are met at the same time, the conditions for channel B are considered to be met.

If the break conditions for channels B and C are met at the same time, and the conditions had not
already been met for channel B, the conditions are considered to be met for channel B. Also, if the
conditions for channel B have already been met when the break conditions for channels B and C
are met at the same time, the conditions for channel C are considered to be met.

If the break conditions for channels C and D are met at the same time, and the conditions had not
already been met for channel C, the conditions are considered to be met for channel C. Also, if the
conditions for channel C have already been met when the break conditions for channels C and D

Rev. 2.00, 03/05, page 241 of 884
RENESAS



are met at the same time, the conditions for channel D are considered to be met and a break
occurs.

However, if bus cycle conditions match for two of the channels included in the sequential
conditions, and if the bus cycle conditions (which is the first break condition for the adjacent
channel) have been specified as pre-execution break (PCB hit of BRCR set to 0) and (using the
break bus cycle register) instruction fetch, a break occurs and the BRCR condition match flag is
setto 1.

Bus X or bus Y may be selected in the sequential break setting, and it is also possible to set the
number of executions as a brake condition. For example, if an execution-times break is set for
channels C and D, a user break interrupt will be issued if, after the execution-times set for channel
set in BETRC has occurred, the execution-times condition set in BETRD for channel D is met.

6.3.7 PC Traces

1. A PCtraceis started by setting the PC trace enable bit (PCTE) to 1 in BRCR. When a branch
(branch instruction, repeat, or interrupt) occurs the address that enables the branch source
address to be calculated and the branch destination address are stored in the branch source
register (BRSR) and branch destination register (BRDR). The address stored in BRDR is the
branch destination instruction fetch address. The address stored in BRSR is the last instruction
fetch address prior to the branch. A pointer indicating the relationship to the instruction
executed immediately before the branch is stored in the branch flag register (BRFR).

2. Theaddress of the instruction executed immediately before the branch occurred can be
calculated from the address stored in BRSR and the pointer stored in BRFR. Designating the
address stored in BRSR as BSA, the pointer stored in BRFR as PID, and the address prior to
the branch as 1A, then | A is found from the following equation:

IA=BSA-2xPID

Caution is necessary if an interrupt (branch) occurs before the instruction at the branch
destination is executed. In the caseillustrated in figure 6.2., the address of instruction “Exec”,
executed immediately before the branch, is calculated from the equation IA = BSA —2 x PID.
However, if branch “branch” isadelayed branch instruction with a delay slot and the branch
destination is a4n+2 address, branch destination address “Dest” specified by the branch
instruction is stored directly in BRSR. In this case, therefore, equation |A = BSA —2 x PID is
not applied, and PID isinvalid. BSA is at a4n+2 boundary in this case only, categorized as
shown in table 6.3.
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Exec:  branch Dest

Dest: instr; Not executed
Interrupt
Int: interrupt routine

Figure6.2 When Interrupt Occurs before Branch Instruction |s Executed

Table6.3 BSA Values Stored in Exception Handling befor e Execution of Branch
Destination I nstruction

Branch Destination Branch Source Address Calculable by Means
Branch (Dest) BSA of BRSR and BRFR
Delay 4n 4n Exec =IA=BSA-2xPID

4n + 2 4n+2 Dest = BSA
No delay 4nor4n+2 4n Exec =1A=BSA -2 x PID

If PID is an odd number, the value incremented by 2 indicates the instruction buffer, but the
equations in the table do not take this into account. Therefore, the calculation can be performed
using the values of BSA stored in BRSR and PID stored in BRFR.

3. Thelocation indicated by the address before branch occurrence, IA, differs according to the
kind of branch.

a. Branchinstruction: Branch instruction address
b. Repeat loop: 2nd instruction from last in repeat |oop
Repeat _Start: inst (1); - BRDR
i nst(2);

inst (n-1); - Addresscaculated from BRSR and BRFR
Repeat End: inst (n);

c. Interrupt: Instruction executed immediately before interrupt
The address of the first instruction in the interrupt routine is stored in BRDR.

In arepeat loop consisting of no more than three instructions, an instruction fetch cycle is not
generated. As the branch destination address is unknown, a PC trace cannot be performed.
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4. BRSR, BRDR, and BRFR have afour-queue structure. When the stored addressis read in aPC
trace, the read is performed from the head of the queue. Reads should be performed in the
order BRFR, BRSR, BRDR. After BRDR is read, the queue shifts by one. Use longword
access to read BRSR and BRDR.

6.3.8 Examples of Use
CPU Instruction Fetch Cycle Break Condition Settings

A. Register settings: BARA = H'00000404 / BAMRA = H'00000000/ BBRA = H'0054
BARB = H'00003080 / BAMRB = H'0000007F / BBRB = H'0054
BARC = H'00008010 / BAMRC = H'00000006 / BBRC = H'0054
BDRC = H'00000000/ BDMRC = H'00000000
BARD =H'0000FF04 / BAMRD = H'00000000 / BBRD = H'0054
BDRD = H'00000000 / BDMRD = H'00000000
BRCR = H'04000400

Set conditions:  All channels independent

Channel A: Address.  H'00000404; address mask: H'00000000
Buscycle: CPU, ingtruction fetch (post-execution),
read (operand size not included in conditions)

Channel B: Address.  H'00003080; address mask: H'0000007F
Buscycle: CPU, ingtruction fetch (pre-execution),
read (operand size not included in conditions)

Channel C: Address.  H'00008010; address mask: H'00000006
Data: H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (post-execution),
read (operand size not included in conditions)

Channel D: Address.  H'0000FF04; address mask: H'00000000
Data: H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution),
read (operand size not included in conditions)

A user break interrupt is generated after execution of the instruction at address H'00000404,
before execution of instructions at addresses H'00003080 to H'000030FF, after execution of
instructions at addresses H'00008010 to H'00008016, or before execution of the instruction at
address H'0000FF04.
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B. Register settings: BARA = H'00027128 / BAMRA = H'00000000 / BBRA = H'005A
BARB = H'00031415 / BAMRB = H'00000000 / BBRB = H'0054
BARC = H'00037226 / BAMRC = H'00000000 / BBRC = H'0056
BDRC = H'00000000/ BDMRC = H'00000000
BARD = H'0003722E / BAMRD = H'00000000 / BBRD = H'0056
BDRD = H'00000000 / BDMRD = H'00000000
BRCR = H'00080000

Set conditions:  Channels A and B independent, channel C — channel D sequential mode

Channel A: Address. H'00027128; address mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution), write, word

Channel B: Address. H'00031415; address mask: H'00000000
Buscycle: CPU, instruction fetch (pre-execution),
read (operand size not included in conditions)

Channel C: Address: H'00037226; address mask: H'00000000
Data: H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution), read, word

Channel D: Address.  H'0003722E; address mask: H'00000000
Data H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution), read, word

On channel A, auser break interrupt is not generated as an instruction fetch is not awrite
cycle.

On channel B, auser break interrupt is not generated as an instruction fetch is performed on an
even address.

A user break interrupt is generated by a channel C and D sequentia condition match before
execution of the instruction at address H'0003722E following execution of the instruction at
address H'00037226.
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C. Register settings: BBRA = H'0000
BBRB = H'0000
BARC = H'00037226 / BAMRC = H'00000000 / BBRC = H'005A
BDRC = H'00000000 / BDMRC = H'00000000
BARD = H'0003722E / BAMRD = H'00000000 / BBRD = H'0056
BDRD = H'00000000 / BDMRD = H'00000000
BRCR = H'00080000

Set conditions:  Channels A and B independent, channel C — channel D sequential mode
Channel A: Not used
Channel B: Not used

Channel C: Address: H'00037226; address mask: H'00000000
Data: H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution), write, word

Channel D: Address:. H'0003722E; address mask: H'00000000
Data: H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution), read, word

Asthe channel C break condition is awrite cycle, the condition is not matched, and as the
sequential conditions are not satisfied, a user break interrupt is not generated.

D. Register settings: BBRA = H'0000
BARB = H'00000500 / BAMRB = H'00000000 / BBRB = H'0057
BARC = H'00000A00 / BAMRC = H'00000000 / BBRC = H'0057
BDRC = H'00000000 / BDMRC = H'00000000
BARD = H'00001000 / BAMRD = H'00000000 / BBRD = H'0057
BDRD = H'00000000 / BDMRD = H'00000000
BRCR = H'00102020 / BETRC = H'0005 / BETRD = H'000A

Channel A: Not used

Channel B: Address.  H'00000500; address mask: H'00000000
Data H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution), read, word

Channel C: Address.  H'00000AOQO; address mask: H'00000000
Data H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution), read, word
Execution-times break enabled (5 times)
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Channel D: Address: H'00001000; address mask: H'00000000
Data: H'00000000; data mask: H'00000000
Buscycle: CPU, ingtruction fetch (pre-execution), read, word
Execution-times break enabled (10 times)

After the instruction at address H'0000500 is executed, and the instruction at address
H'00000A00 is executed five times, auser break interrupt is generated after the instruction at
address H'00001000 has been executed nine times, but before it is executed a tenth time.

CPU Data Access Cycle Break Condition Settings

Register settings: BARA = H'00123456 / BAMRA = H'00000000/ BBRA = H'0064
BARB = H'01000000 / BAMRB = H'00000000 / BBRB = H'0066
BARC = H'000ABCDE / BAMRC = H'000000FF / BBRC = H'006A
BDRC = H'0000A512 / BDMRC = H'00000000
BARD = H'1001E000/ BAMRD = H'FFFF0000 / BBRD = H'036A
BDRD = H'00004567 / BDMRD = H'00000000
BRCR = H'00000808

Set conditions:  All channels independent

Channel A: Address:  H'00123456; address mask: H'00000000
Buscycle: CPU, data access, read (operand size not included
in conditions)

Channel B: Address.  H'01000000; address mask: H'00000000
Buscycle: CPU, data access, read, word

Channel C: Address. H'000ABCDE; address mask: H'00000000
Data H'0000A512; data mask: H'00000000
Buscycle: CPU, data access, write, word

Channel D: Y address: H'1001E000; address mask: H'FFFFO000
Data H'00004567; data mask: H'00000000
Buscycle: CPU, data access, write, word

On channel A, auser break interrupt is generated by alongword read at address H'00123456, a
word read at address H'00123456, or a byte read at address H'00123456.

On channel B, a user break interrupt is generated by aword read at address H'01000000.

On channel C, auser break interrupt is generated when H'A512 is written by word accessto an
address from H'000ABCO00 to H'000ABCFE.

On channel D, a user break interrupt is generated when H'4567 is written by word accessto
address H'1001E000 in Y memory space.
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DM A Data Access Cycle Break Condition Settings

Register settings: BARA = H'00314156 / BAMRA = H'00000000/ BBRA = H'0094
BBRB = H'0000
BBRC = H'0000
BARD = H'00055555 / BAMRD = H'00000000/ BBRD = H'00A9
BDRD = H'00007878 / BDMRD = H'00000FOF
BRCR = H'00000008

Set conditions:  All channels independent

Channel A: Address. H'00314156; address mask: H'00000000
Buscycle: DMAC, instruction fetch, read (operand not
included in conditions)

Channel B: Not used
Channel C: Not used

Channel D: Address:  H'00055555; address mask: H'00000000
Data: H'00007878; data mask: H'00000FOF
Buscycle: DMAC, data access, write, byte

On channel A, auser break interrupt is not generated as an instruction fetch is not performed in
aDMAC cycle.

On channel D, a user break interrupt is generated when the DMAC writes H'7* (*: Don't care)
iswritten by byte access to address H'00055555.
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6.3.9 Usage Notes
1. UBC registers can be read and written to only by the CPU.

2. Notethefollowing concerning sequential break specifications:

a. Asthe CPU has a pipeline structure, the order of instruction fetch cycles and memory
cyclesis determined by the pipeline. Therefore, abreak will occur if channel condition
matches in the bus cycle order satisfy the sequential condition.

b. If, of the channelsincluded in a sequential condition, the channel bus cycle conditions
congtituting the first break conditions of adjacent channels are specified as a pre-execution
break (PCB hit cleared to 0 in BRCR) and an instruction fetch (designated by the break bus
cycle register), note that when the bus cycle conditions for the two channels are matched
simultaneously, a break is effected and the BRCR condition match flags are set to 1.

3. When changing aregister setting, the written value normally becomes effective in three cycles.
In an on-chip memory fetch, two instructions are fetched simultaneously. If the fetch of the
second ingtruction has been set as a break condition, even if the break condition is changed by
modifying the relevant UBC registersimmediately after the fetch of the first instruction, a user
break interrupt will still be generated prior to the second instruction. To fix atiming at which
the setting is definitely changed, the last register value written should be read with a dummy
access. The changed setting will be valid from this point on.

4. If auser break interrupt is generated by an instruction fetch condition match, and the condition
is matched again in the UBC during execution of the exception service routine, exception
handling for that break will be executed when the interrupt request mask value in SR becomes
14 or below. Therefore, when masking addresses and setting an instruction fetch/post-
execution condition to perform step-execution, ensure that an address match does not occur
during execution of the UBC'’ s exception service routine.

5. Note the following when specifying an instruction in arepeat loop that includes a repeat
instruction as a break condition.

When an ingtruction in arepeat loop is specified as a break condition:

a. A break will not occur during execution of arepeat loop comprising no more than three
instructions.

b. When an execution-times break is set, an instruction fetch from memory will not occur
during execution of arepeat loop comprising no more than three instructions.
Consequently, the value in the break execution times register (BETRC or BETRD) will not
be decremented.

6. Do not execute a branch instruction immediately after reading a PC trace register (BRFR,
BRSR, or BRDR).
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7. If CPU and DMAC bus cycles are set as break conditions when an execution-times break has
been set, BETR will only be decremented once even if CPU and DMAC condition matches
occur simultaneously.

8. UBC and H-UDI are used by the emulator. For this reason, the operation of UBC and H-UDI
may differ in some cases between the emulator and the actual device. If UBC and H-UDI are
not used on the user’s system, no register setting should be performed.
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Section 7 Bus State Controller (BSC)

71 Overview

The bus state controller (BSC) manages the address spaces and outputs control signalsto allow
optimum memory accesses to the five spaces. This enables memories like DRAM, and SDRAM,
and peripheral chips, to be linked directly.

711 Features
The BSC hasthe following features:

e Address space is managed as five spaces
0 Maximum linear 32 Mbytesfor each of the address spaces CSO to CH4
O Memory type (DRAM, synchronous DRAM, burst ROM, etc.) can be specified for each
space.
O Buswidth (8, 16, or 32 hits) can be selected for each space.
0 Wait state insertion can be controlled for each space.
0 Control signals are output for each space.
e Cache
0 Cache area and cache-through area can be selected by access address.

O In cache access, in the event of a cache access miss 16 bytes are read consecutively in 4-
byte unitsto fill the cache. Write-through mode/write-back mode can be selected for
writes.

O In cache-through access, access is performed according to access size.
¢ Refresh

0 Supports CAS-before-RAS refresh (auto-refresh) and self-refresh.

O Refreshinterval can be set by the refresh counter and clock selection.

O Intensive refreshing by means of refresh count setting (1, 2, 4, 6, or 8)
« Direct interfaceto DRAM

O Row/column address multiplex output.

O Burst transfer during reads, fast page mode for consecutive accesses.

O TP cycle generation to secure RAS precharge time.

0 EDO mode
 Direct interface to synchronous DRAM

O Row/column address multiplex output.

O Selection of burst read, single write mode or burst read, burst write mode

O Bank active mode
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e Busarhitration

O  All resources are shared with the CPU, and use of the busis granted on reception of a bus
release request from off-chip.

» Refresh counter can be used as an interval timer
O Interrupt request generation on compare match (CMI interrupt request signal).
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7.1.2 Block Diagram

Figure 7.1 shows a block diagram of the BSC.
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Figure7.1 BSC Block Diagram
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713 I nput/Output Pins

Table 7.1 shows the BSC pin configuration.

Table7.1  Pin Configuration

With Bus

Signal I/0 Released Description

A24to AO  Output Hi-Z Address bus. 32 Mbytes of memory space can be specified
with 25 bits

D31to DO I/O Hi-Z 32-bit data bus. When reading or writing a 16-bit width area,
use D15 to DO; when reading or writing a 8-bit width area, use
D7 to DO. With 8-bit accesses that read or write a 32-bit width
area, input and output the data via the byte position determined
by the lower address bits of the 32-bit bus

BS Output Hi-Z Indicates start of bus cycle or monitor. With the basic interface
(device interfaces except for DRAM, synchronous DRAM),
signal is asserted for a single clock cycle simultaneous with
address output. The start of the bus cycle can be determined
by this signal

CS0to CS4 Output Hi-Z Chip select. CS3 is not asserted when the CS3 space is DRAM
space

RD/WR Output Hi-Z Read/write signal. Signal that indicates access cycle direction
(read/write). Connected to WE pin when DRAM/synchronous
DRAM is connected

RAS Output Hi-Z RAS pin for DRAM/synchronous DRAM

CAS/OE Output Hi-Z Open when using DRAM
Connected to OE pin when using EDO RAM
Connected to CAS pin when using synchronous DRAM

RD Output  Hi-Z Read pulse signal (read data output enable signal). Normally,
connected to the device's OE pin; when there is an external
data buffer, the read cycle data can only be output when this
signal is low

WAIT Input Don’t care Hardware wait input

BRLS Input Input Bus release request input

BGR Output  Output Bus grant output

CKE Output  Output Synchronous DRAM clock enable control. Signal for supporting
synchronous DRAM self-refresh

IVECF Output  Output Interrupt vector fetch

DREQO Input Input DMA request O

DACKO Output  Output DMA acknowledge 0
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With Bus

Signal I/0 Released Description

DREQ1 Input Input DMA request 1

DACK1 Output  Output DMA acknowledge 1

REFOUT Output  Output Refresh execution request output when bus is released

DQMUU/ Output Hi-Z When synchronous DRAM is used, connected to DQM pin for

WES3 the most significant byte (D31 to D24). For ordinary space,
indicates writing to the most significant byte

DQMUL/ Output  Hi-Z When synchronous DRAM is used, connected to DQM pin for

WE2 the second byte (D23 to D16). For ordinary space, indicates
writing to the second byte

DQMLU/ Output Hi-Z When synchronous DRAM is used, connected to DQM pin for

WEH1 the third byte (D15 to D8). For ordinary space, indicates writing
to the third byte

DQMLL/ Output Hi-Z When synchronous DRAM is used, connected to DQM pin for

WEO the least significant byte (D7 to DO). For ordinary space,
indicates writing to the least significant byte

CAS3 Output Hi-Z When DRAM is used, connected to CAS pin for the most
significant byte (D31 to D24)

CAS2 Output Hi-Z When DRAM is used, connected to CAS pin for the second
byte (D23 to D16)

CASH Output Hi-Z When DRAM is used, connected to CAS pin for the third byte
(D15 to D8)

CASO Output Hi-Z When DRAM is used, connected to CAS pin for the least
significant byte (D7 to DO)

STATSO, Output  Output Bus master identification 00: CPU

STATS1 01: DMAC

10: E-DMAC
11: Other
BUSHIZ Input Input Signal used in combination with WAIT signal to place bus and

strobe signals in the high-impedance state without the ending
bus cycle.

Note: Hi-Z: High impedance
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7.14 Register Configuration

The BSC hasten registers. These registers are used to control wait states, bus width, interfaces
with memories like DRAM, synchronous DRAM, and burst ROM, and DRAM and synchronous
DRAM refreshing. Theregister configurations are shown in table 7.2.

The size of the registersthemselvesis 16 bits. If read as 32 bits, the upper 16 bits are 0. In order to
prevent writing mistakes, 32-bit writes are accepted only when the value of the upper 16 bits of the
write datais H'AS5A; no other writes are performed. Initialize the reserved bits.

Initialization Procedure: Do not access a space other than CS0 until the settings for the interface
to memory are completed.

Table7.2 Register Configuration

Abbre- Initial
Name viation R/W Value Address™** Access Size
Bus control register 1 BCR1 R/W H'03F0 HFFFFFFE0 16%% 32
Bus control register 2 BCR2 R/W H'0OFC HFFFFFFE4 16%% 32
Bus control register 3 BCR3 R/W H'OFO0 HFFFFFFFC 16%% 32
Wait control register 1 WCR1 R/W H'AAFF HFFFFFFE8 16%% 32
Wait control register 2 WCR2 R/W H'000B H'FFFFFFCO 16*2, 32
Wait control register 3 WCR3 R/W H'0000 H'FFFFFFC4 16%2 32

Individual memory control register MCR R/W H'0000 HFFFFFFEC 16%% 32
Refresh timer control/status register RTCSR R/W H'0000 HFFFFFFFO 16%2 32
Refresh timer counter RTCNT R/W H'0000 HFFFFFFF4 16%% 32
Refresh time constant register RTCOR R/W H'0000 H'FFFFFFF8 16*2, 32

Notes: 1. This address is for 32-bit accesses; for 16-bit accesses add 2.
2. 16-bit access is for read only.
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7.15 AddressMap

The address map, which has a memory space of 320 Mbytes, is divided into five spaces. The types
and datawidth of devices that can be connected are specified for each space. The overall space
address map is shown in table 7.3. Since the spaces of the cache area and the cache-through area
are actually the same, and the maximum memory space that can be connected is 160 Mbytes. This
means that when address H'20000000 is accessed in a program, the data accessed is actually in

H'00000000.

The chip has 16-kbyte RAM as on-chip memory. The on-chip RAM isdivided into an X areaand
aY area, which can be accessed in parallel with the DSP instruction. See the SH-1/SH-2/SH-DSP
Programming Manual for more information.

There are several spaces for cache control. These include the associative purge space for cache
purges, address array read/write space for reading and writing addresses (address tags), and data
array read/write space for forced reads and writes of data arrays.

Table7.3 AddressMap

Address Space Memory Size

H'00000000-H'01FFFFFF CSO space, cache area Ordinary space or burst 32 Mbytes
ROM

H'02000000-H'03FFFFFF  CS1 space, cache area Ordinary space 32 Mbytes

H'04000000-H'05FFFFFF  CS2 space, cache area Ordinary space or 32 Mbytes

synchronous DRAM*?

H'06000000-H'07FFFFFF  CS3 space, cache area Ordinary space, 32 Mbytes
synchronous DRAM*?, or
DRAM

H'08000000-H'09FFFFFF  CS4 space, cache area Ordinary space (I/0 32 Mbytes
device)

H'0A000000-H'OFFFFFFF Reserved™!

H'10000000-H'1000DFFF  Reserved**

H'1000E000-H'1000EFFF  On-chip X RAM area 8 kbytes

H'1000F000-H'1001DFFF Reserved*!

H'1001E000-H'1001EFFF On-chip Y RAM area 8 kbytes

H'1001F000-H'1FFFFFFF Reserved™!

H'20000000-H'21FFFFFF

CSO0 space, cache-through  Ordinary space or burst 32 Mbytes

area ROM
H'22000000-H'23FFFFFF CS1 space, cache-through  Ordinary space 32 Mbytes
area
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Address

Space Memory

Size

H'24000000—H'25FFFFFF

CS2 space, cache-through  Ordinary space or

area synchronous DRAM*?

32 Mbytes

H'26000000—-H"27FFFFFF

CS3 space, cache-through  Ordinary space,

area synchronous DRAM*?, o

DRAM

32 Mbytes

H'28000000-H"29FFFFFF

CS4 space, cache-through  Ordinary space (1/0
area device)

32 Mbytes

H'2A000000-H'3FFFFFFF

Reserved™*

H'40000000—-H'49FFFFFF

Associative purge space

160 Mbytes

H'4A000000-H'5FFFFFFF

Reserved*?

H'60000000-H'7FFFFFFF

Address array, read/write
space

512 Mbytes

H'80000000—-H'BFFFFFFF

Reserved”™!

H'C0000000—H'CO000FFF

Data array, read/write space

4 kbytes

H'C0001000—H'DFFFFFFF

Reserved*!

H'E0000000-H'FFFEFFFF

Reserved*!

H'FFFF0000—HFFFFOFFF

For setting synchronous
DRAM mode

4 kbytes

H'FFFF1000-HFFFF7FFF

Reserved™!

H'FFFF8000—H'FFFF8FFF

For setting synchronous
DRAM mode

4 kbytes

H'FFFFC000-H FFFFBFFF

Reserved”™!

H'FFFFFCO0-H'FFFFFFFF

On-chip peripheral modules

Notes: 1. Do not access reserved spaces, as operation cannot be guaranteed.

2. Bank-active mode is not supported for CS2 space synchronous DRAM access; auto-
precharge mode is always used.

Bank-active mode is supported for CS3 space synchronous DRAM access.
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7.2 Register Descriptions

721 Bus Control Register 1 (BCR1)

Bit: 15 14 13 12 11 10 9 8
— A4LW1 | AMALWO | A2EN BST — AHLW1 | AHLWO
DIAN ROM
Initial value: 0 0 0 0 0 0 1 1
R/W: R R/W R/W R/W R/W R R/W R/W
Bit: 7 6 5 4 3 2 1 0
AlLW1 | A1LWO | AOLW1 | AOLWO | A4EN | DRAM2 | DRAM1 DRAMO
DIAN
Initial value: 1 1 1 1 0 0 0 0

RW: R/W R/W R/IW R/IW R/W R/W R/W R/W

Initialize the ENDIAN, BSTROM, PSHR, and DRAM2 to DRAMO bits after a power-on reset,
and do not change their values thereafter. To change other bits by writing to them, write the same
value as they are initialized to. Do not access any space other than CS0 until the register
initialization ends.

Bit 15—Reserved: Thishit is always read as 0. The write value should always be 0.

Bits 14 and 13—Long Wait Specification for Area4 (A4LW1, A4LWO0): From 3 to 14 wait cycles
areinserted in C34 space accesses when the wait control bits (W41, WA40) in wait control register
2 (WCR2) are set aslong wait (i.e., are set to 11) (seetable 7.4).

Bit 12—Endian Specification for Area2 (A2ENDIAN): In big-endian format, the MSB of byte
dataisthe lowest byte address and byte data goes in order toward the LSB. For little-endian
format, the LSB of byte datais the lowest byte address and byte data goes in order toward the
MSB. When this bit is 1, the datais rearranged into little-endian format before transfer when the
CS2 spaceisread or written to. It is used when handling data with little-endian processors or
running programs written with conscious use of little-endian format.

Note: Datarearrangement into little-endian format requires no extra processing time.

Bit 12: A2ENDIAN Description
0 Big-endian (Initial value)
1 Little-endian
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Bit 11—Area 0 Burst ROM Enable (BSTROM)

Bit 11: BSTROM Description
0 Area 0 is accessed normally (Initial value)
1 Area 0 is accessed as burst ROM

Bit 10—Reserved: Thishit is always read as 0. The write value should always be 0.

Bits 9 and 8—Long Wait Specification for Areas 2 and 3 (AHLW1, AHLWO): When the basic
memory interface setting is made for CS2 and CS3, from 3 to 14 wait cycles areinserted in CS2 or
CS3 accesses when the bits specifying the respective area waits in the wait control bits (W21,
W20 or W31, W30) in wait control register 1 (WCR1) are set as long waits (i.e., are set to 11) (see
table 7.4).

Bits 7 and 6—Long Wait Specification for Area 1 (A1LW1, A1LWO): From 3 to 14 wait cycles
areinserted in area 1 accesses when the wait control bits (W11, W10) in wait control register 1
(WCRL) are set aslong wait (i.e., are set to 11) (seetable 7.4).

Bits 5 and 4—Long Wait Specification for Area 0 (AOLW1, AOLWO): When the basic memory
interface setting is made for CS0O, from 3 to 14 wait cycles are inserted in CSO accesses when the
wait control bits (W01, WOO) in wait control register 1 (WCR1) are set as long wait (i.e., are set to
11) (seetable 7.4).

Bit 3—Endian Specification for Area4 (A4ENDIAN): In big-endian mode, the most significant
byte (MSB) is the lowest byte address, and byte data is aligned in order toward the least significant
byte (LSB). In little-endian mode, the LSB is the lowest byte address, and byte datais aligned in
order toward the MSB. When thisbit is set to 1, datain read/write accesses to the CS4 space is
rearranged into little endian order before being transferred. Thisis used for data exchange with a
little-endian processor or when executing a program written with awareness of little-endian mode.

Note: Datarearrangement into little-endian format requires no extra processing time.

Bit 3: A4ENDIAN Description
0 Big endian (Initial value)
1 Little endian
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Bits 2 to 0—Enable for DRAM and Other Memory (DRAM2 to DRAMOQ)

DRAM2 DRAM1 DRAMO Description

0 0 0 CS2 and CS3 are ordinary spaces (Initial value)
1 CS2 is ordinary space; CS3 is synchronous DRAM space
1 0 CS2 is ordinary space; CS3 is DRAM space
1 Reserved (do not set)
1 0 0 CS2 is synchronous DRAM space, CS3 is ordinary space
1 CS2 and CS3 are synchronous DRAM spaces
1 0 Reserved (do not set)
1 Reserved (do not set)

Table7.4 Wait Values Corresponding to BCR1 and BCR3 Register Settings (All Spaces)

BCR3 BCR1
AnLW2 AnLW1 AnLWO Wait Value
0 0 0 3 cycles inserted
1 4 cycles inserted
1 0 5 cycles inserted
1 6 cycles inserted
1 0 0 8 cycles inserted
1 10 cycles inserted
1 0 12 cycles inserted
1 14 cycles inserted (Initial value)

Note: n=0to4
AHLW?2, AHLW1, and AHLWO are common to CS2 and CS3.
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7.2.2 Bus Control Register 2 (BCR2)

Bit: 15 14 13 12 11 10 9 8
‘ — ‘ — ‘ — ‘ — ‘ — ‘ — ‘ A4SZ1 ‘ A4SZ0 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R RW  RMW
Bitt 7 6 5 4 3 2 1 0
\ A3SZ1 \ A3SZ0 \ A2S71 \ A2SZ0 \ A1SZ1 \ A1SZ0 \ — \ — \
Initial value: 1 1 1 1 1 1 0 0

R/W: R/W R/W R/W R/W R/W R/W

Initialize BCR2 after a power-on reset and do not write to it thereafter. When writing to it, write
the same values as those the bits areinitialized to. Do not access any space other than CS0 until
the register initialization ends.

The CS0 space bus size specification is set with pins MD4 and MD3. See section 3.3, CS0 Space
Bus Width of the CS0 Area, for details.

Bits 15 to 10—Reserved: These bits are always read as 0. The write value should always be 0.
Bits 9 and 8—Bus Size Specification for Area4 (C$4) (A4SZ1, A4SZ0)

Bit 9: A4SZ1 Bit 8: A4SZ0 Description

0 0 Longword (32-bit) size (Initial value)
1 Byte (8-bit) size

1 0 Word (16-bit) size
1 Longword (32-bit) size

Bits 7 and 6—Bus Size Specification for Area 3 (CS3) (A3SZ1, A3SZ0). Effective only when
ordinary space is set.

Bit 7: A3Sz1 Bit 6: A3SZ0 Description

0 0 Reserved (do not set)
1 Byte (8-bit) size
1 0 Word (16-bit) size
1 Longword (32-bit) size (Initial value)
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Bits 5 and 4—Bus Size Specification for Area 2 (CS2) (A2SZ1, A2SZ0): Effective only when
ordinary spaceis set.

Bit 5: A2SZ1 Bit 4: A2SZ0 Description

0 0 Reserved (do not set)
1 Byte (8-bit) size
1 0 Word (16-bit) size
1 Longword (32-bit) size (Initial value)

Bits 3 and 2—Bus Size Specification for Area 1 (CS1) (A1SZ1, A1SZ0)

Bit 3: A1SZ1 Bit 2: A1SZ0 Description

0 0 Reserved (do not set)
1 Byte (8-bit) size
1 0 Word (16-bit) size
1 Longword (32-bit) size (Initial value)

Bits 1 and 0—Reserved: These bits are always read as 0. The write value should always be 0.

7.2.3 Bus Control Register 3 (BCR3)

Bitt 15 14 13 12 11 10 9 8
\ — \ — \ — \ — \ A4LW2 \ AHLW?2 \ ALLW2 \ AOLW2 \
Initial value: 0 0 0 0 1 1 1 1
RW: R R R R RW RW RW  RW
Bitt 7 6 5 4 3 2 1 0
‘DSWWl‘DSWWO‘ — ‘ — ‘ — ‘ BASEL ‘ EDO ‘ BWE ‘
Initial value: 0 0 0 0 0 0 0 0
RW: RW  RMW R R R RW  RW  RW

Initialize the BASEL, EDO, and BWE bits after a power-on reset and do not write to them
thereafter. To change other bits by writing to them, write the same value as they are initialized to.
Do not access any space other than CS0 until the register initialization ends.

Bits 15 to 12—Reserved bits. These bits are always read as 0. The write value should aways be 0.

Bits 11 to 8—Long Wait Specification for Areas 0to 4 (AnLW?2): When the basic memory
interface setting is made for CS n, from 3 to 14 wait cycles are inserted in CS n accesses,
according to the combination with the long wait specification bits (AnLW1 and AnLWO) in
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BCR1, when the bits specifying the wait in the wait control register are set aslong wait (i.e., are
set to 11). For abasic description of long waits, see section 7.2.1, Bus Control Register 1 (BCR1).

Bits 7 and 6—DMA Single-Write Wait (DSWW1, DSWWO): These bits determine the number of
wait states inserted between DACK assertion and CASn assertion when writing to DRAM or EDO
RAM in DMA single address mode.

Bit 7. DSWW1 Bit6: DSWWO0 Description

0 0 0 waits (Initial value)
1 1 wait

1 0 2 waits
1 Reserved (do not set)

Bits 5 to 3—Reserved bits: These bits are aways read as 0. The write value should always be 0.

Bit 2—Number of Banks Specification when Using 64M Synchronous DRAM (BASEL): When
64M synchronous DRAM is specified by AMX2 to AMX0 in MCR, the number of banks can be
specified.

Bit 2: BASEL Description

0 4 banks (Initial value)
1 2 banks

Bit 1—EDO Mode Specification (EDO): Enables EDO mode to be specified when DRAM is
specified for CS3 space.

Bit 1: EDO Description
0 High-speed page mode (Initial value)
1 EDO mode

Bit 0—Synchronous DRAM Burst Write Specification (BWE): Enables burst write mode to be
specified when synchronous DRAM is specified for CS2 or CS3 space.

Bit 0: BWE Description
0 Single write mode (Initial value)
1 Burst write mode
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724 Wait Control Register 1 (WCR1)

Bitt 15 14 13 12 11 10 9 8
\ W31 | W30 \ W21 \ W20 \ W11 \ IW10 \ W01 \ W00 \
Initial value: 1 0 1 0 1 0 1 0

RW: R/W R/W R/W R/W R/W R/IW R/IW R/IW

Bitt 7 6 5 4 3 2 1 0
\ W31 \ W30 \ w21 \ W20 \ W11 \ W10 \ Wo1 \ W00
Initial value: 1 1 1 1 1 1 1 1

RW: R/W R/W R/IW R/IW R/W R/W R/W R/W

Do not access a space other than CS0 until the settings for register initialization are completed.

Bits 15 to 8—Idles between Cycles for Areas 3 to 0 (IW31 to IW00): These bits specify idle
cycles inserted between consecutive accesses to different CS spaces. |dles are used to prevent data
conflict between ROM or the like, which is slow to turn the read buffer off, and fast memories and
1/O interfaces. Even when access isto the same space, idle cycles must be inserted when aread
access isfollowed immediately by a write access. Theidle cyclesto be inserted comply with the
specification for the previously accessed space. The set values below show the minimum number
of idle cycles; more cycles than indicated by the Idles between Cycles setting may actually be
inserted.

IW31, IW21, w11, IW01 IW30, IW20, IW10, IW00 Description

0 0 No idle cycle
1 One idle cycle inserted

1 0 Two idle cycles inserted  (Initial value)
1 Four idle cycles inserted
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Bits 7 to 0—Wait Control for Areas 3 to 0 (W31 to WO00)

*  When the CSnh spaceis set as ordinary space, the number of CSn space waits can be specified
with Wn1 and WnO.

w31, W21, wil, wol W30, W20, W10, W00 Description

0 0 External wait input disabled without wait
1 External wait input enabled with one wait

1 0 External wait input enabled with two waits
1 Complies with the long wait specification of

bus control register 1, 3 (BCR1, BCR3).
External wait input is enabled (Initial value)

*  When CS3is DRAM, the number of CAS assert cyclesis specified by wait control bits W31
and W30

Bit 7: W31 Bit 6: W30 Description
0 0 1 cycle
1 2 cycles
1 0 3 cycles
1 Reserved (do not set)

When external wait mask bit AWM in WCR2 is 0 and the number of CAS assert cyclesis set
to 2 or more, external wait input is enabled.

*  When CS2 or CS3is synchronous DRAM, CAS latency is specified by wait control bits W31
and W30, and W21 and W20, respectively

W31, w21 W30, W20 Description
0 0 1 cycle
1 2 cycles
1 0 3 cycles
1 4 cycles (Initial value)

With synchronous DRAM, external wait input is ignored regardless of any setting.
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7.25 Wait Control Register 2 (WCR2)

Bitt 15 14 13 12 11 10 9 8
‘A4WD1 \ A4WDO‘ — \ AAWM \ A3WM \ A2WM \ AIWM \ AOWM \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W

R/W R/W R/IW R/IW R/IW

Bitt 7 6 5 4 3 2 1 0

\ — \ — \ — \ — \ w41 \ IW40 \ w41 \ W40 \
Initial value: 0 0 0 0 1 0 1 1
RIW: RW RW RW  RW

Bits 15 and 14—Number of External Waits Specification for Area 4 (A4WD1, AAWDO): These
bits specify the number of cycles between acceptance of CS4 space external wait negation and RD

or WEn negation.

Bit 15: A4WD1 Bit 14: A4WDO Description

0 0 1 cycle (Initial value)
1 2 cycles

1 0 4 cycles
1 Reserved (do not set)

Bit 13—Reserved hit. This bit is always read as 0. The write value should always be 0.

Bits 12 to 8—External Wait Mask Specification for Areas 0to 4 (AAWM to AOWM): These bits
enable waits to be masked for CS spaces 0 to 4. When a value other than 00 is set in the wait
control bits for CS spaces 0 to 4 (W41 to W00), external wait input can be enabled, but the wait
input can be masked by setting these bitsto 1. With synchronous DRAM, externa wait input is

ignored regardless of the settings.
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A4dWM w41 W40

A3WM W31 W30
A2WM W21 W20
A1IWM W11 W10
AOWM wo1 W00 Description
0 0 0 External wait input ignored

1 External wait input enabled

1 0 External wait input enabled

1 External wait input enabled (Initial value)

1 Don't care Don’tcare External wait input ignored

Bits 7 to 4—Reserved bits: These bits are aways read as 0. The write value should always be 0.

Bits 3 and 2—Idles between Cycles for Area4 (IW41, IW40): These bits specify idle cycles
inserted between cyclesin C$4 in the same way asfor CS 0 to 3. The set values below show the
minimum number of idle cycles, more cycles than indicated by the Idles between Cycles setting
may actually be inserted.

Bit 3: w41 Bit 2: W40 Description

0 0 No idle cycle
1 One idle cycle inserted

1 0 Two idle cycles inserted (Initial value)
1 Four idle cycles inserted

Bits 1 and 0—Wait Control for Area4 (W41, W40): These bits specify waits for C34 in the same
way asfor areas 0 to 3.

Bit 1: W41 Bit 0: W40 Description

0 0 No wait. External wait input disabled without wait
1 One wait. External wait input enabled with one wait

1 0 Two waits. External wait input enabled with two waits
1 Complies with the long wait specification of bus control

registers 1 and 3 (BCR1, BCR3). External wait input is
enabled (Initial value)
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7.2.6 Wait Control Register 3 (WCR3)

Bitt 15 14 13 12 11 10 9 8
\ — \ — \ A4SW?2 \ A4SW1 \ A4SWO \ — \ A4HW1 \ A4HWO \
Initial value: 0 0 0 0 0 0 0 0
RW: R R RW  RW  RW R RW  RMW
Bitt 7 6 5 4 3 2 1 0
‘ASSHWl‘ASSHWO‘AZSHWl‘AZSHWO‘AlSHWl‘AlSHWO‘AOSHWl‘AOSHWO‘
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/IW R/IW R/W R/W R/W R/W

Bits 15 and 14—Reserved hits: These bits are always read as 0. The write value should always be
0.

Bits 13 to 11—CS4 Address/CS4 to RD/WEn Assertion (A4SW2 to A4SWO): These bits specify
the number of cycles from address/CS4 output to RD/WEn assertion for the CS4 space.

Bit 13: A4SW2 Bit 12: A4SW1 Bit 11: A4SWO Description

0 0 0 0.5 cycles (Initial value)
1 1.5 cycle
1 0 3.5 cycles
1 5.5 cycles
1 0 0 7.5 cycles
1 Reserved (do not set)
1 0 Reserved (do not set)
1 Reserved (do not set)

Bit 10—Reserved hit: This bit is always read as 0. The write value should always be 0.

Bits 9 and 8—Area 4 RD/WEn Negation to Address/CS4 Hold (A4HW1, A4HWO): These bits
specify the number of cycles from RD/WEn negation to address/CS4 hold for the CS4 space.

Bit 9: A4HW1 Bit 8: A4HWO Description

0 0 0.5 cycle, CS4 hold cycle = 0 cycles (Initial value)
1 1.5 cycle, CS4 hold cycle = 1 cycle

1 0 3.5 cycle, CS4 hold cycle = 3 cycles
1 5.5 cycle, CS4 hold cycle = 5 cycles
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Bits 7 to 0—Area3to 0 CSn Assert Period Extension (A3SHW1 to AOSHWO): These bits specify
the number of cycles from address/CSn output to RD/WEn assertion and from RD/WEn negation
to address/CSn hold for areas 3t0 0.

A3SHW1 A3SHWO

A2SHW1 A2SHWO

A1SHW1 A1SHWO

AOSHW1 AOSHWO Description

0 0 0.5 cycle, CSn™ hold cycle = 0 cycles (Initial value)
1 1.5 cycle, CSn™ hold cycle = 1 cycle

1 0 2.5 cycle, CSn™ hold cycle = 2 cycles
1 Reserved (do not set)

Note: * n=0to3

7.2.7 Individual Memory Control Register (M CR)

Bitt 15 14 13 12 11 10 9 8
\ TRPO \ RCDO \ TRWLO \ TRAS1 \ TRASO \ BE \ RASD \ TRWL1 \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bitt 7 6 5 4 3 2 1 0
\ AMX2 \ sz \ AMX1 \ AMXO0 \ RFSH ‘RMODE‘ TRP1 \ RCD1 \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

The TRP1, TRPO, RCD1, RCDO, TRWL1, TRWLO, TRASL, TRASO, BE, RASD, AMX2 to
AMXO0 and SZ hits are initialized after a power-on reset. Do not write to them thereafter. When
writing to them, write the same values asthey are initialized to. Do not access CS2 or CS3 until
register initialization is completed.

Bits 1 and 15—RAS Precharge Time (TRP1, TRPQ): When DRAM is connected, specifiesthe
minimum number of cycles after RAS is negated before the next assert. When synchronous
DRAM is connected, specifies the minimum number of cycles after precharge until a bank active
command is output. See section 7.5, Synchronous DRAM Interface, for details.
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* For DRAM interface

Bit 1: TRP1 Bit 15: TRPO Description

0 0 1 cycle (Initial value)
1 2 cycles

1 0 Reserved (do not set)
1 Reserved (do not set)

» For synchronous DRAM interface

Bit 1: TRP1 Bit 15: TRPO Description

0 0 1 cycle (Initial value)
1 2 cycles

1 0 3 cycles
1 4 cycles

Bits 0 and 14—RAS-CAS Delay (RCD1, RCDO0): When DRAM is connected, specifies the
number of cycles after RAS is asserted before CAS is asserted. When synchronous DRAM is
connected, specifies the number of cycles after abank active (ACTV) command isissued until a
read or write command (READ, READA, WRIT, WRITA) is issued.

Bit 0: RCD1 Bit 14: RCDO Description

0 0 1 cycle (Initial value)
1 2 cycles

1 0 3 cycles
1 Reserved (do not set)

Bits 8 and 13—Write-Precharge Delay (TRWL1, TRWLO): When the synchronous DRAM is not
in the bank active mode, this bit specifies the number of cycles after the write cycle before the
start-up of the auto-precharge. Based on this number of cycles, the timing at which the next active
command can be issued is calculated within the bus controller. In bank active mode, this bit
specifies the number of cycles before the precharge command is issued after the write command is
issued. This bit isignored when memory other than synchronous DRAM is connected.

Bit 8: TRWL1 Bit 13: TRWLO Description

0 0 1 cycle (Initial value)
1 2 cycles

1 0 3 cycles
1 Reserved (do not set)
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Bits 12 and 11—CAS-Before-RAS Refresh RAS Assert Time (TRASL, TRASO): These bits
specify the RAS assertion width when DRAM is connected.

* For DRAM interface

Bit 12: TRAS1 Bit 11: TRASO Description

0 0 2 cycles (Initial value)
1 3 cycles

1 0 4 cycles
1 5 cycles

After an auto-refresh command isissued, abank active command is not issued for TRAS cycles,
regardless of the TRP bit setting. For synchronous DRAM, there is no RAS assertion period, but
thereisalimit for the time from the issue of arefresh command until the next access. Thisvalueis
set to observe this limit. Commands are not issued for TRAS cycles when self-refresh is cleared.

» For synchronous DRAM interface

Bit 12: TRAS1 Bit 11: TRASO Description

0 0 3 cycles (Initial value)
1 4 cycles

1 0 6 cycles
1 9 cycles

Bit 10—Burst Enable (BE)

Bit 10: BE Description
0 Burst disabled (Initial value)
1 High-speed page mode during DRAM and EDO interfacing is enabled.

Burst access conditions are as follows:

« Longword access, cache fill access, or DMAC 16-byte transfer, with 16-bit
bus width

e Cache fill access or DMAC 16-byte transfer, with 32-bit bus width

During synchronous DRAM access, burst operation is always enabled
regardless of this bit
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Bit 9—Bank Active Mode (RASD)

Bit 9: RASD Description

0 For DRAM, RAS is negated after access ends (normal operation)

For synchronous DRAM, a read or write is performed using auto-precharge
mode. The next access always starts with a bank active command
(Initial value)

1 For DRAM, after access ends RAS down mode is entered in which RAS is left
asserted. When using this mode with an external device connected which
performs writes other than to DRAM, see section 7.6.5, Burst Access

For synchronous DRAM, access ends in the bank active state. This is only
valid for area 3. When area 2 is synchronous DRAM, the mode is always auto-
precharge

Bits 7, 5, and 4—Address Multiplex (AMX2 to AMX0)
* For DRAM interface

Bit 7. AMX2 Bit5: AMX1 Bit4: AMX0 Description

0 0 0 8-bit column address DRAM (Initial value)
9-bit column address DRAM

10-bit column address DRAM

11-bit column address DRAM

Reserved (do not set)

Reserved (do not set)

Reserved (do not set)

A
o
P Ol O|lFrL OfF

Reserved (do not set)
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» For synchronous DRAM interface

Bit 7. AMX2 Bit5: AMX1 Bit4: AMX0 Description
0 0 0 16-Mbit DRAM (1M x 16 bits), 64-Mbit SDRAM
(2M x 32 bits)*? (Initial value)
1 16-Mbit SDRAM (2M x 8 bits)**
1 0 16-Mbit SDRAM (4M x 4 bits)**
1 4-Mbit SDRAM (256k x 16 bits)
1 0 0 64-Mbit SDRAM (4M x 16 bits), 128-Mbit
SDRAM (4M x 32 hits)**
1 64-Mbit SDRAM (8M x 8 bits)**, 128-Mbit
SDRAM (8M x 16 bits)***, 256-Mbit SDRAM
(8M x 32 bits)**°
1 0 Reserved (do not set)
1 2-Mbit SDRAM (128k x 16 bits)

Notes: 1. When SZ bitin MCR is 0 (16-bit bus width), these settings are reserved and must not

be made.

2. See figure 7.34, 64-Mbit Synchronous DRAM (2 Mwords x 32 Bits) Connection
Example, for the method of connection to a 64-Mbit SDRAM (2M x 32 hits).

3. See figure 7.35 for the method of connection to a 128-Mbit SDRAM (4M x 32 hits).
4. Connect a 128-Mbit SDRAM with (8M x 16 bits) through a 32-bit bus as shown in figure

7.36.

5. See figure 7.37 for the method of connection to a 256-Mbit SDRAM (8M x 32 hits).

Bit 6—Memory Data Size (S2): For synchronous DRAM and DRAM space, the data bus width of
BCR2 isignored in favor of the specification of this bit.

Bit 6: SZ Description
0 Word (16 bits) (Initial value)
1 Longword (32 bits)
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Bit 3—Refresh Control (RFSH): This bit determines whether or not the refresh operation of
DRAM/synchronous DRAM is performed.

Bit 3: RFSH Description
0 No refresh (Initial value)
1 Refresh

Bit 2—Refresh Mode (RMODE): When the RFSH bit is 1, this bit selects normal refresh or self-
refresh. When the RFSH bit is 0, do not set this bit to 1. When the RFSH bit is 1, self-refresh
mode is entered immediately after the RMODE bit is set to 1. When the RFSH bit is 1 and this bit
is0, aCAS-before-RAS refresh or auto-refresh is performed at the interval set in the 8-bit interval
timer. When arefresh request occurs during an external area access, the refresh is performed after
the access cycle is completed. When set for self-refresh, self-refresh mode is entered immediately
unless the chip isinthe middle of a synchronous DRAM area access, in which case self-refresh
mode is entered when the access ends. Refresh requests from the interval timer are ignored during
self-refresh.

Bit 2. RMODE Description
0 Normal refresh (Initial value)
1 Self-refresh
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7.2.8 Refresh Timer Control/Status Register (RTCSR)

Bitt 15 14 13 12 11 10 9 8
-l -1-1T-T=-7T=-1=-7T=1
Initial value: 0 0 0 0 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
\ CMF \ CMIE \ CKS2 \ CKS1 \ CKSO \ RRC2 \ RRC1 \ RRCO \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 15 to 8—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 7—Compare Match Flag (CMF): This status flag, which indicates that the values of RTCNT
and RTCOR match, is set/cleared under the following conditions:

Bit 7. CMF Description
0 [Clearing condition]

After RTCSR is read when CMF is 1, 0 is written in CMF
1 [Setting condition]

RTCNT = RTCOR

Bit 6—Compare Match Interrupt Enable (CMIE): Enables or disables an interrupt request caused
by the CMF bit of RTCSR when CMFissetto 1.

Bit 6: CMIE Description
0 Interrupt request caused by CMF is disabled (Initial value)
1 Interrupt request caused by CMF is enabled
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Bits 5 to 3—Clock Select Bits (CKS2 to CKS0)

Bit 5: CKS2 Bit 4. CKS1 Bit 3: CKSO Description
0 0 0 Count-up disabled (Initial value)
1 P4
1 0 P16
1 P64
1 0 0 P@256
1 P@1024
1 0 P@2048
1 P@/4096

Bits 2 to 0—Refresh Count (RRC2 to RRCO): These bits specify the number of consecutive
refreshes to be performed when the refresh timer counter (RTCNT) and refresh time constant
register (RTCOR) values match and arefresh request is issued.

Bit 2. RRC2 Bit 1: RRC1 Bit 0: RRCO Description
0 0 0 1 refresh (Initial value)
1 2 refreshes
1 0 4 refreshes
1 6 refreshes
1 0 0 8 refreshes
1 Reserved (do not set)
1 0 Reserved (do not set)
1

Reserved (do not set)

7.29 Refresh Timer Counter (RTCNT)

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

15 14 13 12 11 0 9 8
-l =-l=-[]=-1=-[T=-T=1-=
0 0 0 0 0 0 0 0
7 6 5 4 3 2 1 0
- r r r r [ |
0 0 0 0 0 0 0 0
RW RW RW RW RW RW RW RW
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The 8-bit counter RTCNT counts up with input clocks. The clock select bit of RTCSR selects an
input clock. RTCNT values can aways be read/written by the CPU. When RTCNT matches
RTCOR, RTCNT iscleared. Returnsto 0 after it counts up to 255.

Bits 15 to 8—Reserved: These hits are aways read as 0. The write value should always be 0.

7.210 Refresh Time Congtant Register (RTCOR)

Bit: 15 14 13 12 11 10 9 8
S

R/W:

Bit: 7 6 5 4 3 2 1 0
Initial value: ‘ 0 ‘ 0 ‘ 0 ‘ 0 ‘ 0 ‘ 0 ‘ 0 ‘ 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

RTCOR is an 8-hit read/write register. The values of RTCOR and RTCNT are constantly
compared. When the values correspond, the compare match flag (CMF) in RTCSR is set and
RTCNT iscleared to 0. When the refresh bit (RFSH) in the individual memory control register
(MCR) isset to 1, arefresh request signal occurs. The refresh request signal is held until refresh
operation is actually performed. If the refresh request is not processed before the next match, the
previous request becomes ineffective.

When the CMIE bit in RTCSR is set to 1, an interrupt request is sent to the controller by this
match signal. The interrupt request is output continuously until the CMF bit in RTCSR is cleared.
When the CMF bit clears, it only affectsthe interrupt; the refresh request is not cleared by this
operation. When arefresh is performed and refresh requests are counted using interrupts, arefresh
can be set ssimultaneoudly with the interval timer interrupt.

Bits 15 to 8—Reserved: These hits are aways read as 0. The write value should always be 0.
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7.3 Access Size and Data Alignment

731 Connection to Ordinary Devices

Byte, word, and longword are supported as access units. Data is aligned based on the data width of
the device. Therefore, reading longword data from a byte-width device requires four read
operations. The bus state controller automatically converts data alignment and data length between
interfaces. An 8-bit, 16-bit, or 32-bit external device data width can be connected by using the
mode pins for the CSO space, or by setting BCR2 for the CSL1 to C4 spaces. However, the data
width of devices connected to the respective spaces is specified statically, and the data width
cannot be changed for each access cycle. Figures 7.2 to 7.4 show the relationship between device
data widths and access units.

32-bit external device (ordinary)

A24-A0 :D31 ,D23 ,D15 ,D7 DO: Data input/output pin

000000 7 0 Byte read/write of address O
000001 7 0 Byte read/write of address 1
000002 7 0 Byte read/write of address 2
000003 7 0 Byte read/write of address 3
000000 15 8,7 0 Word read/write of address 0
000002 15 8,7 0 Word read/write of address 2
000000 31 24 | 23 16,15 8,7 0 Longword read/write of address 0

Figure 7.2 32-Bit External Devicesand Their Access Units

16-bit external device (ordinary)

D15 D7 DO

A24-A0 | r | Data input/output pin

000000 7 0 Byte read/write of address 0
000001 7 0 Byte read/write of address 1
000002 7 0 Byte read/write of address 2
000003 7 0 Byte read/write of address 3
000000 15 0 Word read/write of address 0
000002 15 0 Word read/write of address 2
000000 31 16

000002 15 0 / Longword read/write of address 0

Figure 7.3 16-Bit External Devicesand Their Access Units
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8-bit external device (ordinary)

A24-A0 M Data input/output pin

000000 7 0 Byte read/write of address 0
000001 7 0 Byte read/write of address 1
000002 7 0 Byte read/write of address 2
000003 7 0 Byte read/write of address 3
000000 15 8

000001 7 0 ) Word read/write of address 0
000002 15 8

000003 7 0 ) Word read/write of address 2

000000 31 24
000001 23 16
000002 15 8
000003 7 0 / Longword read/write of address O

Figure 7.4 8-Bit External Devicesand Their Access Units

7.3.2 Connection to Little-Endian Devices

The chip provides a conversion function in CS2, C34 space for connection to and to maintain data
compatibility with devices that use little-endian format (in which the LSB isthe O positionin the
byte data lineup). When the endian specification bit of BCR1 isset to 1, CS2, CH4 spaceislittle-
endian. The relationship between device datawidth and access unit for little-endian format is
shown in figures 7.5, 7.6, and 7.7. When sharing memory or the like with alittle-endian bus
master, the SH7615 connects D31 to D24 to the least significant byte (LSB) of the other bus
master and D7 to DO to the most significant byte (M SB), when the bus width is 32 bits. When the
width is 16 bits, the SH7615 connects D15 to D8 to the |east significant byte of the other bus
master and D7 to DO to the most significant byte.

Only data conversion is supported by this function. For this reason, be careful not to place
program code or constants in the CS2, CS4 space. When this function is used, make sure that the
access unit isthe same for writing and reading. For example, data written by longword access
should be read by longword access. If the read access unit is different from the write access unit,
an incorrect value will be read.
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A24-A0
000000
000001
000002
000003
000000
000002
000000

32-bit external device (little-endian)

D31 ,D23 ,D15 ,D7 DO: Data input/output pin
7 0 Byte read/write of address O
7 0 Byte read/write of address 1
7 0 Byte read/write of address 2
7 0 Byte read/write of address 3
7 0,15 8 Word read/write of address 0
7 0,15 8 Word read/write of address 2
7 0,15 8,23 16, 31 24 Longword read/write of address O

Figure 7.5 32-Bit External Devicesand Their Access Units

16-bit external device (little-endian)

A24-A0 =D15 ,D7 DO: Data input/output pin

000000 7 0 Byte read/write of address 0
000001 7 0 Byte read/write of address 1
000002 7 0 Byte read/write of address 2
000003 7 0 Byte read/write of address 3
000000 7 0,15 8 Word read/write of address O
000002 7 0,15 8 Word read/write of address 2
000000 7 0,15 8

000002 23 16 , 31 24 / Longword read/write of address O

Figure 7.6 16-Bit External Devicesand Their Access Units

8-bit external device (little-endian)

A24-A0 |D7—DO| Data input/output pin

000000
000001
000002
000003
000000
000001
000002
000003
000000
000001
000002
000003

S N ENEENNENREN

Byte read/write of address 0
Byte read/write of address 1
Byte read/write of address 2
Byte read/write of address 3

) Word read/write of address 0

) Word read/write of address 2

0 |O |0 O |0 |O|O |0 |Oo|o

16 Longword read/write of address 0

31 24

Figure7.7 8-Bit External Devicesand Their AccessUnits
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74 Accessing Ordinary Space

74.1 Basic Timing

A strobe signal is output by ordinary space accesses of CS0 to C34 spacesto provide primarily for
SRAM direct connections. Figure 7.8 shows the basic timing of ordinary space accesses. Ordinary
accesses without waits end in 2 cycles. The BS signal is asserted for 1 cycle to indicate the start of
the bus cycle. The CSn signal is negated by the fall of clock T2 to ensure the negate period. The
negate period is thus half acycle when accessed at the minimum pitch.

The access size is not specified during aread. The correct access start address will be output to the
L SB of the address, but since no access size is specified, the read will always be 32 bits for 32-bit
devices and 16 bits for 16-bit devices. For writes, only the WE signal of the byte that will be
written is asserted. For 32-bit devices, WE3 specifies writing to a 4n address and WEO specifies
writing to a 4n+3 address. For 16-bit devices, WE1 specifies writing to a 2n address and WEO
specifies writing to a 2n+1 address. For 8-bit devices, only WEO is used.

When data buses are provided with buffers, the RD signal must be used for data output in the read
direction. When RD/WR signals do not perform accesses, the chip stays in read status, so thereis a
danger of conflicts occurring with output when this is used to control the external data buffer.
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Note: * DACKn waveform when active-low is specified.

Figure 7.8 Basic Timing of Ordinary Space Access

When making a word or longword access with an 8-bit bus width, or alongword access with a 16-
bit bus width, the bus state controller performs multiple accesses.

When clock ratio except | g:E@= 1:1, the basic timing shown in figure 7.8 is repeated, but when
clock ratio |g:E@is 1:1, burst access with no CSn negate period is performed as shown in figure

7.9.
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CKIO

A24-A0

RD/WR

Note: * DACKn waveform when active-low is specified.

Figure 7.9 Timing of Longword Accessin Ordinary Space Using 16-Bit Bus Width

1:1)

(Clock Ratio lqg:E@

Figure 7.10 shows an example of 32-bit data width SRAM connection, figure 7.11 an example of
16-bit data width SRAM connection, and figure 7.12 an example of 8-bit data width SRAM

connection.
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This LSI

Al18
A2
cen

RD
D31

D24
DQMUU/WE3
D23

D16
DQMUL/WE2
D15

D8
DQMLU/WET
D7

DO
DQMLL/WEO

128 k x 8-bit
SRAM

Al6

AO

cs
OE

/107

100

WE

Al6

AO

Cs

OE

1107

100

WE

Al6

A0

Cs

OE

/107

100

WE

Al6

A0

Cs

OE

/107

1100
WE

Figure7.10 Example of 32-Bit Data Width SRAM Connection

RENESAS

Rev. 2.00, 03/05, page 285 of 884




128 k x 8-hit

This LSI SRAM

Al7 Al6

AL AQ

Csn cs

RD OE

D15 /107

D 1100

DQMLU/WET WE
D7
DO

DQMLL/WEQ Alb

AQ

cs

OE

1107

1100

WE

Figure7.11 Example of 16-Bit Data Width SRAM Connection

_ 128 k x 8-bit
This LSI SRAM
Al6 Al6
AO AQ
csn cs
RD OE
D7 1107
DO 100
DQMLL/WED WE

Figure7.12 Example of 8-Bit Data Width SRAM Connection
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7.4.2 Wait State Control

The number of wait states inserted into ordinary space access states can be controlled using the
WCR1, WCR2, BCR1 and BCR3 register settings. When the Wn1 and WnO wait specification bits
in WCR1, WCR2 for the given CS space are 01 or 10, software waits are inserted according to the
wait specification. When Wnl and WnO are 11, wait cycles are inserted according to the long wait
specification bit AnLW in BCR1, BCR3. The long wait specification in BCR1, BCR3 can be
made independently for CS0, CS1 and C34 spaces, but the same value must be specified for CS2
and CS3 spaces. All WCRL specifications are independent. By means of WCR1, WCR2, BCR1,
and BCR3, aTw cycleisinserted as await cycle aslong as the number of specified cycles at the
wait timing for ordinary access space shown in figure 7.13. The names of the control bits that
specify Tw for each CS space are shown in table 7.5.

CKIO

A24-A0

RD/WR

3

Read
D31-D0

|

=
g

Write
D31-DO0

BS

DACKn*

|

Note: * DACKn waveform when active—low is specified.

Figure 7.13 Wait Timing of Ordinary Space Access (Software Wait Only)
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Table7.5 CSn Spacesand Tw Specification Bits

BCR3 BCR1 WCR1 WCR2 Tw
CS0 AOLW2  AOLW1 AOLWO W01 WQ00 — — 0-14
CS1 AlLW2  AlLW1 A2LW0 W11 W10 — — 0-14
CSs2 AHLW?2  AHLW1 AHLWO W21 w20 — — 0-14
CS3 AHLW?2  AHLW1 AHLWO W31 W30 — — 0-14
Cs4 A4LW2  A4LW1  A4LWO — — w41 W40 0-14

When await is specified by software using WCR1 and WCR2 (Wn1, Wn0), and the external wait
mask bit (AnWM) is cleared to 0 in WCR2, the wait input WAIT signal from outside is sampled.
Figure 7.14 shows WAIT signal sampling. A 2-cycle wait is specified as a software wait. The
sampling is performed when the Tw state shiftsto the T, state, so thereis no effect even when the
WAIT signal is asserted in the T, cycle or thefirst Tw cycle. The WAIT signal is sampled at the
clock fall.
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Wait states
from WAIT
signal input

CKIO

A24-A0

Note: * DACKn waveform when active-low is specified.

Figure7.14 Wait State Timing of Ordinary Space Access
(Wait Statesfrom WAIT Signal)
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For the CS0 to CS3 spaces, CS, RD, and WEn are negated for one cycle after negation of the

before CS, RD, and WEn are negated after acceptance of external wait negation can be set as1, 2,

external wait signal is accepted, as shown in figure 7.14. For the C34 space, the number of cycles
or 4 by means of bits A4WD1 and A4WDO0 in WCR2. Figure 7.15 shows an example.

Specified by A4WD1 and

A4WDO in WCR2

01)

(A4WD1, A4AWDO

CKIO

JAARARRARNTARNANNY

Write

Note: * DACKn waveform when active-low is specified.

Figure7.15 Wait State Timing of Ordinary Spacein C$4 Space
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743  CS Assertion Period Extension

Idle cycles can be inserted to prevent extension of the RD or WEn assertion period beyond the
length of the CSn assertion period by setting control bitsin WCR3. This allows for flexible
interfacing to external circuit. The timing is shown in figure 7.16. Th and Tf cycles are added
respectively before and after the ordinary cycle. Signals other than RD and WEn are asserted in
this cycle, but RD and WEn are not. In addition, data is extended up to the Tf cycle, which is
effective for devices with slow write operations.

[ Th [ T1 [ T2 [ Tf [
& > > > >
| | | | | | | | | |
cwo _ [ N/ S S S
| | | | | | | | | |
| | | | | | | | | |
) I D
| | | | | | | | | |
N W e wn
CSn I \ I I I I I I I I I
| : : : : : : :' | :l_i—
HA T N O A A
BS T | | T T T T T T T
P\ L/ | | | | | |
| | | | | | | |
- | | | | | | | | | |
— [ [ [ [ | | [ [ [ [
RD | | | A WA | | |
| | | | | | | |
Read < | | | | | | | | | |
| | | | T T\ | | |
Data T T T T T | | T T T
L | | | | N—— | |
| | | | | | | |
r | | | | | | | |
| | | | | | | |
WEr o
e L —n
Data | | | | | | ! )—i—
I
i i i ' ' ' i i
| | | | |
| | | | |
| | | |
| | | | |
| | | | |
| | | |
| | | |

Note: * DACKn waveform when active-low is specified.

Figure7.16 CS Assertion Period Extension Function
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For the CS0 to C4 spaces, For spaces CS0 to C34, Thand Tf can be set asfollows.

Th Tf WCR3
CSOto 3 Oto2 Oto 2 AnSW1, AnSWO (Th=Tf)n=0to 3
Cs4 Oto7 Oto5 Th: AASW2 to A4SWO

Tf: AAHW1 to AAHWO

7.5 Synchronous DRAM Interface

751 Synchronous DRAM Direct Connection

Seven kinds of synchronous DRAM can be connected: 2-Mbit (128k x 16), 4-Mhit (256k x 16),
16-Mbit (1M x 16, 2M x 8, and 4M x 4), and 64-Mbit (4M x 16 and 8M x 8). This chip supports
64-Mbit synchronous DRAMSs internally divided into two or four banks, and other synchronous
DRAMsi internally divided into two banks. Since synchronous DRAM can be selected by the CS
signal, CS2 and CS3 spaces can be connected using acommon RAS or other control signal. When
the memory enable bits for DRAM and other memory (DRAM2 to DRAMO) in BCR1 are set to
001, CS2isordinary space and CS3 is synchronous DRAM space. When the DRAM2 to DRAMO
bits are set to 100, CS2 is synchronous DRAM space and CS3 is ordinary space. When the bits are
set to 101, both CS2 and CS3 are synchronous DRAM spaces.

Supported synchronous DRAM operating modes are burst read/single write mode (initial setting)
and burst read/burst write mode. The burst length depends on the data bus width, comprising 8
burstsfor a 16-bit width, and 4 bursts for a 32-bit width. The data bus width is specified by the SZ
bit in MCR. Burst operation is always performed, so the burst enable (BE) bit in MCR isignored.
Switching to burst write mode is performed by means of the BWE hit in BCR3.

Control signals for directly connecting synchronous DRAM are the RAS, CAS/OE, RD/WR, CS2
or CS3, DQMUU, DQMUL, DQMLU, DQMLL, and CKE signals. Signals other than CS2 and
CS3 are common to every area, and signals other than CKE are valid and fetched only when CS2
or CS3 istrue. Therefore, synchronous DRAM can be connected in parallel in multiple areas. CKE
is negated (to the low level) only when a self-refresh is performed; otherwise it is always asserted
(to the high level).

Commands can be specified for synchronous DRAM using the RAS, CAS/OE, RD/WR, and
certain address signals. These commands are NOP, auto-refresh (REF), self-refresh (SELF), all-
bank precharge (PALL), specific bank precharge (PRE), row address strobe/bank active (ACTV),
read (READ), read with precharge (READA), write (WRIT), write with precharge (WRITA), and
mode register write (MRS).

Bytes are specified using DQMUU, DOQMUL, DQMLU, and DQMLL. Theread/writeis
performed on the byte whose DQM is low. For 32-bit data, DQMUU specifies 4n address access
and DQMLL specifies 4n + 3 address access. For 16-bit data, only DOMLU and DQMLL are
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used. Figure 7.17 shows an example in which a 32-bit connection uses a 256k x 16-bit
synchronous DRAM. Figure 7.18 shows an example with a 16-bit connection.

256 k x 16-bit
synchronous
This LSI DRAM
All A9
A2 A0
CKIO CLK
CKE CKE
CSn Ccs
RAS RAS
CAS/OE CAS
RD/WR WE
D31 11015
D16 1100
DQMUU/WE3 DQMU
DQMUL/WE2 DQML
D15
Do A:9
DQMLU/WET A0
DQMLL/WEO CLK
CKE
Ccs
RAS
CAS
WE
11015
1100
DQMU
DQML

Figure 7.17 Synchronous DRAM 32-bit Device Connection
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256 k x 16-bit

synchronous
This LSI DRAM
A10 A9
Al A0
CKIO CLK
CKE CKE
CSn Ccs
RAS RAS
CAS/OE CAS
RD/WR WE
D15 11015
DO 1/00
DQMLU/WET DQMU
DQMLL/WEO DQML

Figure7.18 Synchronous DRAM 16-bit Device Connection

75.2 Address M ultiplexing

Addresses are multiplexed according to the MCR' s address multiplex specification bits AMX2 to
AMXO0 and size specification bit SZ so that synchronous DRAMs can be connected to the SH7615
directly without an external multiplex circuit. Table 7.6 shows the relationship between the
multiplex specification bits and bit output to the address pins.

A24 to A16 always output the original value regardless of multiplexing.

When SZ = 0, the data width on the synchronous DRAM sideis 16 bits and the LSB of the
device's address pins (A0) specifies word address. The A0 pin of the synchronous DRAM is thus
connected to the A1 pin of the SH7615, the rest of the connection proceeding in the same order,
beginning with the Al pin to the A2 pin.

When SZ = 1, the data width on the synchronous DRAM sideis 32 bits and the LSB of the
device's address pins (A0) specifies longword address. The AO pin of the synchronous DRAM is
thus connected to the A2 pin of the SH7615, the rest of the connection proceeding in the same
order, beginning with the A1 pin to the A3 pin.
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Table7.6

SZ and AM X Bitsand Address Multiplex Output

Setting

External Address Pins

Output

SZ AMX2 AMX1 AMX0 Timing Al1-A8 A9 Al10 All Al2 Al3 Al4 Al5

1 0 0 0 Column Al1-A8 A9 Al0 All L/H A21*2 Al14 Al5
address
Row AO-A16 Al7 Al8 Al9 A20 A21*2 A22 A23
address

1 0 0 1 Column A1-A8 A9 Al0 All LM A22*2 A14 Al5
address
Row AL10-A17 A18 A19 A20 A21 A22*2 A23 A24
address

1 0 1 0 Column A1-A8 A9 Al0 All LM A23*2 Al4 Al5
address
Row Al1-A18 A19 A20 A21 A22 A23*2 A24 A25
address

1 0 1 1 Column Al1-A8 A9  L/H*' A19*2 A12 A13 Al4 Al5
address
Row A9-A16 Al7 Al8 Al9"2 A20 A21 A22 A23
address

1 1 0 0 Column A1-A8 A9 Al0 All L/H' A13 A22*® A23*2
address
Row A9-A16 Al7 Al8 Al9 A20 A2l A22"% A23*?
address

1 1 0 1 Column A1-A8 A9 A10 All L/H' A13 A23*® A24*2
address
Row A10-Al17 A18 A19 A20 A21 A22 A23"% A24*?
address

1 1 1 1 Column Al-A8 A9 L/H*! A18*2 A12 A13 Al4 Al5
address
Row A9-A16 Al7 Al7 Al18"2 A20 A21 A22 A23
address

0 0 0 0 Column Al-A8 A9 A10 L/H*' A20*2 A13 Al4 Al5
address
Row A9-A16 Al7 Al8 Al9 A20"% A21 A22 A23
address

RENESAS
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Setting External Address Pins

Output

SZ AMX2 AMX1 AMX0 Timing A1-A8 A9 Al0 All Al2 Al13 Al4 Al5

0 1 0 0 Column A1-A8 A9 Al0 LH'' A12 A21*3 A22*2 A15
address
Row A9-A16 Al7 Al8 Al9 A20 A21*® A22*% A23
address

0 O 1 1 Column Al1-A8 L/H*' A182 A1l Al12 Al3 Al4 Al5
address
Row A9-A16 Al7 A18"% A19 A20 A21 A22 A23
address

0 1 1 1 Column Al1-A8 L/H*' A17*? A11 Al12 Al3 Al4 Al5
address
Row A9-Al6 Al6 Al7*2 A19 A20 A21 A22 A23
address

Notes: AMX2 to AMXO setting 110 is reserved and must not be used. When SZ = 0, AMX2 to
AMXO settings 001, 010, and 101 are also reserved and must not be used.

1. L/His a bit used to specify commands. It is fixed at L or H according to the access
mode.

2. Bank address specification.
3. Bank address specification when using four banks.

75.3 Burst Reads

Figure 7.19 (a) and (b) show the timing charts for burst reads. In the following example, 2
synchronous DRAMSs of 256k x 16 bits are connected, the datawidth is 32 bits and the burst
lengthis 4. After aTr cycle that performs ACTV command output, a READA command is issued
inthe Tc cycle, read datais accepted in cycles Td1 to Td4, and the end of the read sequenceis
waited for inthe Tde cycle. One Tde cycle isissued when [@:E@ # 1:1, and two cycles when | g:E@
= 1:1. Tapisacycle for waiting for the completion of the auto-precharge based on the READA
command within the synchronous DRAM. During this period, no new access commands are
issued to the same bank. Accesses of the other bank of the synchronous DRAM by another CS
space are possible. Depending on the TRP1, TRPO specification in MCR, the chip determinesthe
number of Tap cycles and does not issue acommand to the same bank during that period.

Figure 7.19 (a) and (b) show examples of the basic cycle. Because a slower synchronous DRAM is
connected, setting WCR1 and MCR hits can extend the cycle. The number of cyclesfrom the
ACTV command output cycle Tr to the READA command output cycle Tc can be specified by
bits RCD1 and RCDO in MCR. 00 specifies 1 cycle, 01 specifies 2 cycles, and 10 specifies 3
cycles. For 2 or 3 cycles, aNOP command issue cycle Trw for the synchronous DRAM isinserted
between the Tr cycle and the Tc cycle. The number of cycles between the READA command
output cycle Tc and the initial read data fetch cycle Td1 can be specified between 1 cycleand 4
cycles using the W21/W?20 and W31/W30 bitsin WCR1. The number of cycles at thistime
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corresponds to the number of CAS latency cycles of the synchronous DRAM. When 2 cycles or
more, a NOP command issue cycle Tw isinserted between the Tc cycle and the Td1 cycle. The
number of cyclesin the precharge completion waiting cycle Tap is specified by bits TRP1 and
TRPO in MCR. When CAS latency is 1, a Tap cycle comprising the number of cycles specified by
TRP1 and TRPO is generated. When the CAS latency is 2 or more, a Tap cycle equal to the TRP
specification — 1 is generated. During the Tap cycle, no commands other than NOP are issued to
the same bank. Figure 7.20 (&) and (b) show examples of burst read timing when RCD1/RCDO is
01, W31/W30is01, and TRPL/TRPO is 01.

When the datawidth is 16 bits, 8 burst cycles are required for a 16-byte datatransfer. The data
fetch cycle goesfrom Td1 to Td8.

Synchronous DRAM CAS atency is up to 3 cycles, but the CAS latency of the bus state controller
can be specified up to 4. Thisis so that circuits containing latches can be installed between
synchronous DRAMs and the chip.
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Note: * DACKn waveform when active-low is specified.

Figure7.19 (a) Basic Burst Read Timing (Auto-Precharge) EXcept tegc:tpee 1:1
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Note: * DACKn waveform when active-low is specified.
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Figure7.19 (b) Basic Burst Read Timing (Auto-Precharge) | E@
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Note: * DACKn waveform when active-low is specified.

Figure7.20 (@) Burst Read Wait Specification Timing (Auto-Prechar ge)

Except teeycitpeye 101
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Note: * DACKn waveform when active-low is specified.
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Figure 7.20 (b) Burst Read Wait Specification Timing (Auto-Precharge) | ¢:Eq
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754 Single Reads

When acache areais accessed and there is a cache miss, the cache fill cycle is performed in 16-
byte units. This meansthat all the dataread in the burst read is valid. On the other hand, when a
cache-through area is accessed the required data is a maximum length of 32 bits, and the
remaining 12 bytes are wasted. The same kind of wasted data access is produced when
synchronous DRAM is specified as the sourcein aDMA transfer by the DMAC and the transfer
unit is other than 16 bytes. Figure 7.21 (@) and (b) show the timings of asingle address read.
Because the synchronous DRAM is set to the burst read mode, the read data output continues after
the required datais received. To avoid data conflict, an empty read cycle is performed from Td2 to
Td4 after the required datais read in Td1 and the device waits for the end of synchronous DRAM
operation.

When the data width is 16 bits, the number of burst transfers during aread is 8. Datais fetched in
cache-through and other DMA read cycles only in the Td1 and Td2 cycles (of the 8 cycles from
Td1 to Td8) for longword accesses, and only in the Td1 cycle for word or byte accesses.

Empty cycles tend to increase the memory access time, lower the program execution speed, and
lower the DMA transfer speed, so it isimportant to avoid accessing unnecessary cache-through
areas and to use data structures that enable 16-byte unit transfers by placing dataon 16-byte
boundaries when performing DMA transfers that specify synchronous DRAM as the source.
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Figure7.21 (a) Single Read Timing (Auto-Precharge) Except tegycitpee 1:1

Note: * DACKn waveform when active-low is specified.
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Note: * DACKn waveform when active-low is specified.

Figure7.21 (b) Single Read Timing (Auto-Precharge) IQ.E@=1:1

755 Single Writes

Synchronous DRAM writes are executed as single writes or burst writes according to the
specification by the BWE bit in BCR3. Figure 7.22 shows the basic timing chart for single write
accesses. After the ACTV command Tr, aWRITA command isissued in Tc to perform an auto-
precharge. In the write cycle, the write data is output simultaneously with the write command.
When writing with an auto-precharge, the bank is precharged after the completion of the write
command within the synchronous DRAM, so no command can be issued to that bank until the
precharge is completed. For that reason, besides a Tap cycle to wait for the precharge during read
accesses, aTrwl cycleis added to wait until the precharge is started, and the issuing of any new
commands to the same bank is delayed during this period. The number of cyclesin the Trwl cycle
can be specified using the TRWL1 and TRWLO bitsin MCR.
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Note: * DACKn waveform when active-low is specified.

Figure7.22 Basic Single Write Cycle Timing (Auto-Prechar ge)

7.5.6 Burst Write Mode

Burst write mode can be selected by setting the BWE bit to 1 in BCR3. The basic timing charts for
burst write access is shown in figure 7.23 (a) and (b). This example assumes a 32-bit bus width
and aburst length of 4. In the burst write cycle, the WRITA command that performs auto-
prechargeisissued in Tcl following the ACTV command Tr cycle. The first 4 bytes of write data
are output simultaneously with the WRITA command in Tcl, and the remaining 12 bytes of data
are output consecutively in Tc2, Tc3, and Tc4. In awrite with auto-precharge, as with asingle
write, aTrwl cycle that provides the waiting time until precharge is started is inserted after output
of the write data, followed by a Tap cycle for the precharge wait in awrite access. The Trwl and
Tap cycles can be set respectively in MCR by bits TRWL1 and TRWLO, and bits TRP1 and
TRPO.
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When asingle write is performed in burst write mode, the synchronous DRAM setting isfor a
burst length of 4. After datais written in Tcl, empty writes are performed in Tc2, Tc3, and Tc4 by
driving the DQMxx signal high.

These empty cycles increase the memory access time and tend to reduce program execution speed
and DMA transfer speed. Therefore, unnecessary cache-through area accesses should be avoided,
and copy-back should be selected for the cache setting. Also, in DMA transfer, it isimportant to
use adata structure that allows transfer in 16-bit units.
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Note: * DACKn waveform when active-low is specified.

Figure7.23 (a) Basic Burst Write Timing (Auto-Precharge) EXcept teeycitpee 101
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Figure7.23 (b) Basic Burst Write Timing (Auto-Precharge) | @g:E@
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7.5.7 Bank Active Function

A synchronous DRAM bank function is used to support high-speed accesses of the same row
address. When the RASD hit in MCR is set to 1, read/write accesses are performed using
commands without auto-precharge (READ, WRIT). In this case, even when the accessis
completed, no precharge is performed. This function is not supported in the CS2 space. When the
bank active function is used, no precharge is performed when the access is completed. When
accessing the same row address in the same bank, a READ or WRIT command can be called
immediately without calling an ACTV command, just like the RAS down mode of the DRAM'’s
high-speed page mode. Synchronous DRAM s divided into two banks, so one row addressin each
can stay active. When the next access is to a different row address, a PRE command is called first
to precharge the bank, and accessis performed by an ACTV command and READ or WRIT
command in order, after the precharge is completed. With successive accesses to different row
addresses, the precharge is performed after the access request occurs, so the access timeis longer.
When writing, performing an auto-precharge means that no command can be called for tRWL +
tAP cycles after aWRITA command is called. When the bank active mode is used, READ or
WRIT commands can be issued consecutively if the row address is the same. This shortens the
number of cycles by tRWL + tAP for each write. The number of cycles between the issue of the
precharge command and the row address strobe command is determined by the TRP1, TRPO in
MCR.

Whether execution is faster when the bank active mode is used or when basic accessis used is
determined by the proportion of accesses to the same row address (P1) and the average number of
cycles from the end of one access to the next access (tA). When tA islonger than tAP, the delay
waiting for the precharge during a read becomes invisible. If tA islonger than tRWL + tAP, the
delay waiting for the precharge also becomesinvisible during writes. The difference between the
bank active mode and basic access speeds in these cases is the number of cycles between the start
of access and the issue of the read/write command: (tRP + tRCD) x (1 —P1) and tRCD,

respectively.

Thetime that abank can be kept active, tRAS, islimited. When the period will be provided by
program execution, and it is not assured that another row address will be accessed without a hit to
the cache, the synchronous DRAM must be set to auto-refresh and the refresh cycle must be set to
the maximum value tRAS or less. This enables the limit on the maximum active period for each
bank to be ensured. When auto-refresh is not being used, some measure must be taken in the
program to ensure that the bank does not stay active for longer than the prescribed period.

Figure 7.24 (a) and (b) show burst read cyclesthat is not an auto-precharge cycle, figure 7.25 (a)
and (b) show burst read cyclesto a same row address, figure 7.26 (a) and (b) show burst read
cyclesto different row addresses, figure 7.27 shows awrite cycle without auto-precharge, figure
7.28 shows awrite cycle to a same row address, and figure 7.29 shows a write cycle to different
row addresses.
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Infigure 7.25, a cycle that does nothing, Tnop, isinserted before the Tc cycle that issues the
READ command. Synchronous DRAMs have a 2 cycle latency during reads for the DQMxx
signals that specify bytes. If the Tc cycleis performed immediately without inserting a Tnop
cycle, the DQOMxx signal for the Td1 cycle data output cannot be specified. Thisiswhy the Tnop
cycleisinserted. When the CAS latency is 2 or more, however, the Tnop cycleis not inserted so
that timing requirements will be met even when a DQMxx signal is set after the Tc cycle.

When the bank active mode is set, the access will start with figure 7.24 or figure 7.27 and repeat
figure 7.25 or figure 7.28 for aslong as the same row address continues to be accessed when only
accesses to the respective banks of the CS3 space are considered. Accesses to other CS spaces
during this period do not affect this operation. When an access occurs to a different row address
while the bank is active, figure 7.26 or figure 7.29 will be substituted for figures 7.25 and 7.28
after thisis detected. Both banks will become inactive even in the bank active mode after the
refresh cycle ends or after the busis released by bus arbitration.

T . Te |, Tdl | Td2 ,_ Td3 _,_  Td4 Tde |
| | | | | |
| | |

SO o U o W '

L\

a0 e
woo O LS C
C C

u

0
(2]
@

By
>
»

-t---ppg--tr----—-—r--]---1-+r--r-+r+r-+r-t+r—-t+-—--

/

Y

Y

RD/WR _;J : : _
3100 :j, O Y O ——
DACKn* _!_\ i ! [

Note: * DACKn waveform when active-low is specified.

Figure7.24 (a) Burst Read Timing (No Precharge) Except tegc:tpee 1:1
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Figure7.24 (b) Burst Read Timing (No Precharge) | @:E¢
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Figure7.25(a) Burst Read Timing (Bank Active, Same Row Address)
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Note: * DACKn waveform when active-low is specified.

Figure7.25 (b) Burst Read Timing (Bank Active, Same Row Address) I@g:E@p=1:1
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Figure7.26 (@) Burst Read Timing (Bank Active, Different Row Addresses)
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Figure7.26 (b) Burst Read Timing (Bank Active, Different Row Addresses) | g:E¢
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Figure7.27 Single Write Mode Timing (No Precharge)
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Figure7.28 Single Write Mode Timing (Bank Active, Same Row Addr ess)
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Note: * DACKn waveform when active-low is specified.
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Figure7.29 Single WriteMode Timing (Bank Active, Different Row Addresses)
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7.5.8 Refreshes

The bus state controller is equipped with a function to control refreshes of synchronous DRAM.
Auto-refreshes can be performed by setting the RMODE bit to 0 and the RFSH bitto 1 in MCR.
Consecutive refreshes can a so be generated by setting the RRC2 to RRCO bitsin RTCSR. When
the synchronous DRAM is not accessed for along period of time, set the RFSH bit and RMODE
bit both to 1 to generate self-refresh mode, which uses low power consumption to retain data.

Auto-Refresh: The number of refreshes set in the RRC2 to RRCO bitsin RTCSR are performed at
the interval determined by the input clock selected by the CKS2 to CKS0 bitsin RTCSR and the
value set in RTCOR. Set the CKS2 to CK S0 hits and RTCOR so that the refresh interval
specifications of the synchronous DRAM being used are satisfied. First , set RTCOR, RTCNT,
and the RMODE and RFSH bitsin MCR, then set the CKS2 to CKS0 and RRC2 to RRCO hitsin
RTCSR. When aclock is selected with the CKS2 to CK S0 bits, RTCNT starts counting up from
the value at that time. The RTCNT value is constantly compared to the RTCOR value, and when
the two values match, arefresh request is made, and the number of auto-refreshes set in RRC2 to
RRCO are performed. RTCNT iscleared to 0 at that time and the count up starts again. Figure 7.30
shows the timing for the auto-refresh cycle.

First, aPALL command isissued during the Tp cycle to change all the banks from active to
precharge states. Then number of idle cycles equal to one less than the value set in TRP1 and
TRPO are inserted, and a REF command isissued in the Trr cycle. After the Trr cycle, no new
commands are output for the number of cycles specified in the TRAS bit in MCR. The TRAS bit
must be set to satisfy the refresh cycle time specifications (active/active command delay time) of
the synchronous DRAM. When the set value of the TRP1 and TRPO bitsin MCR is 2 or more, an
NOP cycle isinserted between the Tp cycle and Trr cycle.

During amanual reset, no refresh request is issued, since thereisno RTCNT count-up. To perform
arefresh properly, make the manual reset period shorter than the refresh cycle interval and set
RTCNT to (RTCOR — 1) so that therefresh is performed immediately after the manual reset is
cleared.
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Figure 7.30 Auto-Refresh Timing

Self-Refreshes: The self-refresh mode is atype of standby mode that produces refresh timing and
refresh addresses within the synchronous DRAM. It is started up by setting the RMODE and
RFSH bitsto 1. The synchronous DRAM isin self-refresh mode when the CKE signd level is
low. During the self-refresh, the synchronous DRAM cannot be accessed. To clear the self-refresh,
set the RMODE bit to 0. After self-refresh modeis cleared, issuing of commands is prohibited for
the number of cycles specified in the TRASL and TRASO bitsin MCR. Figure 7.31 shows the self-
refresh timing. Settings must be made so that self-refresh clearing and data retention are
performed correctly, and auto-refreshing is performed without delay at the correct intervals. When
self-refresh mode is entered while the synchronous DRAM s set for auto-refresh or when leaving
the standby mode with a manual reset or NMI, auto-refresh can bere-started if RFSH is 1 and
RMODE is 0 when the self-refresh mode is cleared. When time is required between clearing the
self-refresh mode and starting the auto-refresh mode, this time must be reflected in the initial
RTCNT setting. When the RTCNT valueis set to RTCOR — 1, the refresh can be started
immediately.

If the standby function of the chip is used to enter the standby mode after the self-refresh mode is
set, the self-refresh state continues; the self-refresh state will also be maintained after returning
from astandby using an NMI. A manual reset cannot be used to exit the self-refresh state either.

During a power-on reset, the bus state controller register is initialized, so the self-refresh state is
ended.
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Refresh Requests and Bus Cycle Requests. When arefresh request occurs while abus cycleis
executing, the refresh will not be executed until the bus cycle is completed. When arefresh request
occurs while the bus is released using the bus arbitration function, the refresh will not be executed
until the busis recaptured. In the SH7615, the REFOUT pin is provided to send asigna

requesting the bus right during the wait for refreshing to be executed. REFOUT is asserted until
the busisacquired. If RTCNT and RTCOR match and a new refresh request occurs while waiting
for the refresh to execute, the previous refresh request is erased. To make sure the refresh executes
properly, be sure that the bus cycle and bus capture do not exceed the refresh interval.

If abus arbitration request occurs during a self-refresh, the bus is not released until the self-refresh
is cleared.

i i | Trc i Trc | Trc ; Tre
|

1 1 P

|
|

RD/WR | \ /
|

DQMxx

\
\

Figure7.31 Sdf-Refresh Timing
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7.5.9 Overlap Between Auto Precharge Cycle (Tap) and Next Access

If the CPU and DMAC or E-DMAC are accessed sequentially and the first accessisto SDRAM
and also in the auto precharge mode, the auto precharge cycle (Tap) of the first access may overlap
the second access if the second access isto a different memory space or to a different bank of the
same SDRAM. (Even if the second access is to the normal space, there may be an overlap with the
Tap cycle.) For thisreason, it appears for the number of cycles of the second access as if access
takes place sooner (by the number of Tap cycles) than it actually does. Specific casesin which an
overlap occurs are listed in table 7.7. Also, figure 7.32 shows is a conceptual diagram of an
overlap that occurs when memory spaces CS2 and CS3 are connected to SDRAM (table 7.7, No.
3).

Table7.7 Casesof Overlap Between Tap Cycle and Next Access

No. First Access Second Access

Space CS3, auto precharge  Access to different space among CS0, CS1, CS2, and CS3
mode Access to different bank in CS3

1
2
3 Space CS2, auto precharge  Access to different space among CS0, CS1, CS2, and CS3
4 mode Access to different bank in CS2

E)irétszcgzsaie v f tar T2 f Tta3 ) T4 ) Tae Tap ) Tap
Second
access to Tr X TC Td1l X Td2 X
CS3 space N
Overlap

Figure 7.32 Conceptual Diagram of Overlap (Conditions: SDRAM Connected to CS2 Space
(RAS Precharge Time Set to 2 Cycles) and SDRAM Connected to CS3 Space)
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75.10 Power-On Sequence

To use synchronous DRAM, the mode must first be set after the power isturned on. To properly
initialize the synchronous DRAM, the synchronous DRAM mode register must be written to after
the registers of the bus state controller have first been set. The synchronous DRAM mode register
is set using a combination of the CS2 or CS3 signal and the RAS, CAS/OE, and RD/WR signals.
They fetch the value of the address signal at that time. If the value to be set is X, the bus state
controller operates by writing to address X + H'FFFFO000 or X + H'FFFF8000 from the CPU,
which allows the value X to be written to the synchronous DRAM mode register. Whether X +
H'FFFF0000 or X + H'FFFF8000 is used depends on the specifications of the synchronous
DRAM. Use avaluein the range H'000 to H'FFF for X. Dataiis ignored at this time, but the mode
iswritten using word asthe size.

Write any datain word size to the following addresses to select the burst read single write
supported by the chip, a CASlatency of 1 to 3, a sequential wrap type, and a burst length of 8 or 4
(depending on whether the width is 16 bits or 32 bits).

e Burst Read/Single Write

For 16 bits ~ CASlatency 1 HFFFF0426  (H'FFFF8426)
CASlatency 2 H'FFFF0446  (H'FFFF8446)
CASlatency 3 H'FFFF0466  (H'FFFF8466)
For 32bits ~ CASlatency 1 HFFFF0848  (H'FFFF8848)
CASlatency 2 H'FFFF0888  (H'FFFF8889)
CASlatency3 H'FFFFOS8C8  (H'FFFF88CS8)

To set burst read, burst write, CAS latency 1 to 3, wrap-type sequential, and burst length 8 or 4
(depending on whether the width is 16 bits or 32 bits), arbitrary datais written to the following

addresses, using the word size.

¢ Burst Read/Burst Write

16-bit width:  CASlatency 1 H'FFFFO026  (H'FFFF8026)
CASlatency 2 H'FFFFO046  (H'FFFF8046)
CASlatency 3 H'FFFFO066  (H'FFFF8066)
32-bit width:  CASlatency 1 H'FFFFO048  (H'FFFF8048)
CASlatency 2 H'FFFFO088  (H'FFFF8088)
CASlatency 3 H'FFFFOOC8  (H'FFFF80CS)

Figure 7.33 shows the mode register setting timing.

Writing to address X + H'FFFF0000 or X + H'FFFF8000 first issues an all-bank precharge
command (PALL), then issues eight dummy auto-refresh commands (REF) required for the
synchronous DRAM power-on sequence. Lastly, a mode register write command (MRS) isissued.
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Threeidle cycles are inserted between the all-bank precharge command and the first auto-refresh
command, and eight idle cycles between auto-refresh commands, and between the eighth auto-
refresh command and the mode register write command, regardless of the MCR setting.

After writing to the synchronous DRAM mode register, perform a dummy read to each
synchronous DRAM bank before starting normal access. Thiswill initialize the SH7615's internal
address comparator.

Synchronous DRAM requires afixed idle time after powering on before the all-bank precharge
command isissued. Refer to the synchronous DRAM manual for the necessary idle time. When
the pulse width of the reset signal islonger than the idle time, the mode register may be set
immediately without problem. However, careis required if the pulse width of the reset signdl is
shorter than theidle time.

Tp Tpw  Tpw  Tpw Trr Trc Trc Trr Trc Trc  Tmw

CKIO
ALL; 1 i b UREFD D D0 P TREFD L0 1 1 MRS

P,

A24-Al11

A10

A9-A1l

CS2 or CS3

RAS

Ii/'5<'\5<'

CCU
CCE

Figure 7.33 Synchronous DRAM M ode Write Timing
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7511 64-Mbit Synchronous DRAM (2 Mwords x 32 Bits) Connection

64-Mbit Synchronous DRAM (2 Mwords x 32 Bits) Connection Example: Figure 7.34 shows
an example connection between the SH7615 and 64-Mbit synchronous DRAM (2 Mwords x 32

bits).

2 Mword x
This LSI 32-bit SDRAM
A22 Al2
Al13 All
Al2 Al10
A2 A0
CKIO CLK
CKE CKE
CSn [
RAS RAS
CAS/OE CAS
RD/WR WE
D31 /031
DO 1/00
DQMUU/WES3 DQMUU
DQMUL/WE2 DQMUL
DQMLU/WET DQMLU
DQMLL/WEO DQMLL

Figure 7.34 64-Mbit Synchronous DRAM (2 Mwords x 32 Bits) Connection Example

Bus Status Controller (BSC) Register Settings. Set the individual bitsin the memory control
register (MCR) asfollows.

MCR (bit6) SZ =1

MCR (bit 7) AMX2=0
MCR (bit 5) AMX1=0
MCR (bit 4) AMX0=0

Synchronous DRAM M ode Settings: To make mode settings for the synchronous DRAM, write
to address X + H'FFFF0000 or X + H'FFFF8000 from the CPU. (X represents the setting value.)
Whether to use X + H'FFFF0000 or X + H'FFFF8000 determines on the synchronous DRAM
used.
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e 128-Mbit Synchronous DRAM (4 Mwords x 32 Bits) Connection Example

128-Mbit
(2-Mword x 32-bit x 4-bank)
This LSI synchronous DRAM
Al5 BAL
Al4 BAO
A13 All
A2 A0
CKIO CLK
CKE CKE
CSn [
RAS RAS
CAS CAS
RD/WR WE
D31 1/1031
DO 1100
DQMUU/WE3 DQMUU
DOQMUL/WE2 DQMUL
DQMLU/WET DQMLU
DQMLL/WEOQ DQMLL

Figure 7.35 128-Mbit Synchronous DRAM (4 Mwor ds x 32 Bits) Connection Example
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e 128-Mbit Synchronous DRAM (8 Mwords x 16 Bits) Connection Example

128-Mbit
(2-Mword x 16-bit x 4-bank)
This LSI synchronous DRAM
Al5 BAl
Al4 BAO
Al3 All
A2 A0
CKIO CLK
CKE CKE
CSn CS
ans RAS
CAS CAS
RD/WR WE
D31 1/015
D16 1/00
DQMUU/WES3 DQMU
DQMUL/WE2 DQML
D15
DO
DQMLU/WE1 BA1
DQMLL/WEDQ BAO
All
A0
CLK
CKE
cs
RAS
CAS
WE
1/015
1/00
DQMU
DQML

Figure7.36 128-Mbit Synchronous DRAM (8 Mwords x 16 Bits) Connection Example
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e 256-Mbit Synchronous DRAM (8 Mwords x 32 Bits) Connection Example

256-Mbit
(2-Mword x 32-bit x 4-bank)
This LSI synchronous DRAM
Al5 BAL
Al4 BAO
A13 All
A2 A0
CKIO CLK
CKE CKE
CSn [
RAS RAS
CAS CAS
RD/WR WE
D31 1/1031
DO 1100
DQMUU/WE3 DQMUU
DOQMUL/WE2 DQMUL
DQMLU/WET DQMLU
DQMLL/WEOQ DQMLL

Figure 7.37 256-Mbit Synchronous DRAM (8 Mwor ds x 32 Bits) Connection Example
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7.6 DRAM Interface

7.6.1 DRAM Direct Connection

When the DRAM and other memory enable bits (DRAM2 to DRAMO) in BCR1 are set to 010, the
CS3 space becomes DRAM space, and a DRAM interface function can be used to directly connect
DRAM.

The data width of an interface can be 16 or 32 bits (figures 7.33 and 7.34). Two-CAS 16-hit
DRAM s can be connected, since CAS is used to control byte access. The RAS, CAS3 to CASO,
and RD/WR signals are used to connect the DRAM. When the datawidth is 16 bits, CAS3, and
CAS2 are not used. In addition to ordinary read and write access, burst access using high-speed
page mode is also supported.

256Kk x 16-bit
This LSI DRAM
A10 A8
A2l AO
RAS RAS
_ OE
RD/WR WE
D31 1015
D16 |— 1100
CAS3 UCAS
CAS2 LCAS
D15
Do | A8
CAS1 :
CASO AO
RAS
OE
WE
1015
1100
UCAS
LCAS

Figure7.38 Example of DRAM Connection (32-Bit Data Width)
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256k x 16-bit

This LS DRAM
A9 A8
Al AO
RAS RAS
. OE
RD/WR WE
D15 — 11015
DO |- | 1100
CAST UCAS
CASO LCAS
777

Figure 7.39 Example of DRAM Connection (16-Bit Data Width)

7.6.2 Address M ultiplexing

When the CS3 spaceis set to DRAM, addresses are always multiplexed. This allows DRAMs that
require multiplexing of row and column addresses to be connected directly without additional
address multiplexing circuits. There are four ways of multiplexing, which can be selected using
the AMX1 and AMXO0 bitsin MCR. Table 7.8 illustrates the relationship between the AM X1 and
AMXO bits and address multiplexing. Address multiplexing is performed on address output pins
A15to Al. Theorigina addresses are output to pins A24 to A16. During DRAM accesses, AM X2
isreserved, so setitto 0.

Table7.8 Relationship between AM X1 and AM X0 and Address M ultiplexing

No. of Column Row Column
AMX1 AMXO0 Address Bits Address Output Address Output
0 0 8 bits A23 to A9 Al5to Al
1 9 bits A24 to A10 Al5to Al
1 0 10 bits A24 to A11** A15to Al
1 11 bits A24 to A12*? A15 to Al

Notes: 1. Address output pin A15 is high.
2. Address output pins A15 and Al4 are high.
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timing. Tp isthe precharge cycle, Tr isthe RAS assert cycle, Tcl isthe CAS assert cycle, and Tc2

isthe read datafetch cycle. When accesses are consecutive, the Tp cycle of the next access

Basic Timing
overlapsthe Tc2 cycle of the previous access, so accesses can be performed in a minimum of 3

cycles each.

The basic timing of aDRAM accessis 3 cycles. Figure 7.40 shows the basic DRAM access

7.6.3
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Figure7.40 Basic Access Timing

Note: * DACKn waveform when active-low is specified.




7.6.4 Wait State Control

When the clock frequency israised, 1 cycle may not always be sufficient for all statesto end, asin
basic access. Setting bitsin WCR1, WCR2 and MCR enables the state to be lengthened. Figure
7.41 shows an example of lengthening a state using settings.

The Tp cycle (which ensures a sufficient RAS precharge time) can be extended from 1 cycle to 2
cycles by insertion of a Tpw cycle by means of the TRP1, TRPO bit in MCR. The humber of
cycles between RAS assert and CASn assert can be extended from 1 cycle to 3 cycles by inserting
aTrw cycle by means of the RCD1, RCDO bit in MCR. The number of cycles from CASn assert
to the end of access can be extended from 1 cycleto 3 cycles by setting the W31/W30 bitsin
WCRL1. When external wait mask bit A3WM in WCR2 is cleared to 0 and bits W31 and W30 in
WCRL1 are set to avalue other than 00, the external wait pin is aso sampled, so the number of
cycles can be further increased. When bit ABWM in WCR2 is set to 1, external wait input is
ignored regardless of the setting of W31 and W30 in WCR1. Figure 7.42 shows the timing of wait
state control using the WAIT pin.

In either case, when consecutive accesses occur, the Tp cycle access overlaps the Tc2 cycle of the
previous access. In DRAM access, BS is not asserted, and so RAS, CASn, RD, etc., should be
used for WAIT pin control.
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Note: * DACKn waveform when active-low is specified

Figure7.41 Wait State Timing
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Note: * DACKn waveform when active-low is specified

Figure7.42 External Wait State Timing

Burst Access

7.6.5

In addition to the ordinary mode of DRAM access, in which row addresses are output at every

access and data is then accessed, DRAM also has a high-speed page mode for use when

continuously accessing the same row that enables fast access of data by changing only the column

the burst enable bit (BE) in MCR. Figure 7.43 shows the timing of burst access in high-speed page

address after the row address is output. Select ordinary access or high-speed page mode by setting
mode. When performing burst access, cycles can be inserted using the wait state control function.

Rev. 2.00, 03/05, page 332 of 884

RENESAS



asserted. The accesstiming in RAS down mode is shown in figures 7.44 and 7.45. When RAS

RAS down mode) to 1 placesthe SH7615 in RAS down mode, which leavesthe RAS signal

down mode is used, the refresh cycle must be less than the maximum DRAM RAS assert time

tRAS when the refresh cycleis longer than the tRAS maximum.

function is used and the BE bit in MCR is set to 1, setting the MCR’s RASD bit (which specifies
CKIO

An address comparator is provided to detect matches of row addresses in burst mode. When this
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Figure7.43 Burst Access Timing

Note: * DACKn waveform when active-low is specified
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Figure7.44 RAS Down M ode Same Row Access Timing

Note: * DACKn waveform when active-low is specified
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Note: * DACKn waveform when active-low is specified

Figure7.45 RAS Down M ode Different Row Access Timing

EDO Mode

7.6.6

In addition to the kind of DRAM in which datais output to the data bus only while the CASn

while both RAS and OE are asserted, once the CASn signal is asserted data is output to the data

signal is asserted in a data read cycle, there is another kind provided with an EDO mode in which,

bus until CASn is next asserted, even though CASn is negated during thistime.
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The EDO mode bit (EDO) in MCR allows selection of ordinary access/high-speed page mode
burst access or ordinary access/burst access using EDO mode. Since OE control is performed in
EDO mode DRAM access, the CAS and OE pins of the SH7615 must be connected to the OE pin
of the DRAM.

Ordinary access in EDO mode is shown in figure 7.48, and burst accessin figure 7.49.

In EDO mode, in order to extend the timing for data output to the data busin aread cycle until the
next assertion of CASn, the DRAM access time can be increased by delaying the data latch timing
by 1/2 cycle, making it at the rise of the CKIO clock.

256 k x 16-bit
This LS| DRAM
A10 A8
A2 |— ~_lA0
RAS RAS
OE
RD/WR . WE
D31 —1/015
D16 1100
CAS3 UCAS
CAS2 [CAS
D15
DO |- A8
CAS1 R
CASO AO
CAS/OE
S
OE
WE
/015
1100
UCAS
LCAS

Figure7.46 Example of EDO DRAM Connection (32-Bit Data Width)
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256 k x 16-bit

This LSI DRAM
A_9 A8
Al AO
RAS RAS
OE
RD/WR WE
D15 /015
DO 1100
CASH1 UCAS
CASO LCAS
CAS/OE
Figure7.47 Example of EDO DRAM Connection (16-Bit Data Width)
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Figure 748 DRAM EDO Mode Ordinary Access Timing
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CKIO

Note: * DACKn waveform when active-low is specified

Figure7.49 DRAM EDO ModeBurst Access Timing

DRAM Single Transfer

7.6.7

Wait states equivalent to the value set in bits DSWW1 and DSWWO in BCR3 can be inserted

between DACKn assertion and CASn assertion in awritein DMA single address transfer mode.

Inserting wait states allows the data setup time for external device memory. Figure 7.50 shows the
write cycle timing in DMA single transfer mode when DSWWL1/DSWWO0 = 01 and RASD = 1.

The DMA single transfer mode read cycle is the same asa CPU or DMA dual transfer mode read

cycle.
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Figure7.50 DMA Single Transfer Mode Write Cycle Timing
(RAS Down M ode, Same Row Address)

7.6.8 Refreshing

The bus state controller includes a function for controlling DRAM refreshing. Distributed
refreshing using a CAS-before-RAS refresh cycle can be performed by clearing the RMODE bit to
0 and setting the RFSH bit to 1 in MCR. Consecutive refreshes can be generated by setting bits
RRC2 to RRCO in RTCSR. If DRAM is not accessed for along period, self-refresh mode, which
uses little power consumption for data retention, can be activated by setting both the RMODE and
RFSH bitsto 1.

CAS-Before-RAS Refreshing: Refreshing is performed at intervals determined by the input clock
selected by bits CKS2 to CKS0 in RTCSR, and the value set in RTCOR. The RTCOR value and
the value of bits CKS2 to CKS0 in RTCSR should be set so as to satisfy the refresh interval
specification for the DRAM used. First make the settings for RTCOR, RTCNT, and the RMODE
and RFSH bitsin MCR, then make the CKS2 to CKS0 and RRC2 to RRCO settings in RTCSR.
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When the clock is selected by CKS2 to CKS0, RTCNT starts counting up from the value at that
time. The RTCNT value is congtantly compared with the RTCOR value, and when the two values
match, arefresh request is generated and the number of CAS-before-RAS refreshes set in bits
RRC2 to RRCO are performed. At the sametime, RTCNT is cleared to zero and the count-up is
restarted. Figure 7.51 shows the CAS-before-RAS refresh cycle timing.

The number of RAS assert cyclesin therefresh cycle is specified by bits TRASL and TRASO in
MCR. Aswith ordinary accesses, the specification of the RAS precharge time in the refresh cycle
follows the setting of bits TRP1 and TRPO in MCR.

Tp | Trr Trcl : Trc2
I

| |
|
| | |

wo O\ T U

e \

RD/WR

RD _'_’/

/

Figure7.51 DRAM CAS-before-RAS Refresh Cycle Timing

Self-Refreshing: A self-refresh is started by setting both the RMODE bit and the RFSH bit to 1.
During the self-refresh, DRAM cannot be accessed. Self-refreshing is cleared by clearing the
RMODE bit to 0. Self-refresh timing is shown in figure 7.52. Settings must be made so that self-
refresh clearing and data retention are performed correctly, and CAS-before-RAS refreshing is
immediately performed at the correct intervals. When self-refreshing is started from the state in
which CAS-before-RAS refreshing is set, or when exiting standby mode by means of a manual
reset or NMI, auto-refreshing isrestarted if RFSH is set to 1 and RMODE is cleared to 0 when
self-refresh mode is cleared. If the transition from clearing of self-refresh mode to starting auto-
refresh takes time, thistime should be taken into consideration when setting the initial value of
RTCNT. When the RTCNT valueis set to RTCOR-1, the refresh can be started immediately.

After self-refreshing has been set, the self-refresh state continues even if the chip standby stateis
entered using the chip’s standby function. The self-refresh state is also maintained even after
recovery from standby mode by means of NMI inpuit.
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In the case of a power-on reset, the bus state controller’ s registers are initialized, and therefore the
self-refresh stateis cleared.

Figure7.52 DRAM Self-Refresh Cycle Timing

7.6.9 Power-On Sequence

When DRAM is used after the power isturned on, there is a requirement for awaiting period
during which accesses cannot be performed (100 s or 200 ps minimum) followed by at least the
prescribed number of dummy CAS-before-RAS refresh cycles (usually 8). The bus state controller
(BSC) does not perform any special operationsfor the power-on reset, so the required power-on
sequence must be implemented by the initialization program executed after a power-on reset.

7.7 Burst ROM Interface

Set the BSTROM bit in BCRL1 to set the CS0 space for connection to burst ROM. The burst ROM
interface is used to permit fast accessto ROMsthat have the nibble access function. Figure 7.54
shows the timing of nibble accesses to burst ROM. Set for two wait cycles. The accessis basically
the same as an ordinary access, but when the first cycle ends, only the address is changed. The
CS0 signal is not negated, enabling the next access to be conducted without the T1 cycle required
for ordinary space access. From the second time on, the T1 cycle is omitted, so accessis 1 cycle
faster than ordinary accesses. Currently, the nibble access can only be used on 4-address ROM.
This function can only be utilized for word or longword reads to 8-bit ROM and longword reads to
16-bit ROM. Mask ROMs have slow access speeds and require 4 instruction fetches for 8-bit
widths and 16 accesses for cache filling. Limited support of nibble access was thus added to
alleviate this problem. When connecting to an 8-bit width ROM, a maximum of 4 consecutive
accesses are performed; when connecting to a 16-bit width ROM, a maximum of 2 consecutive
accesses are performed. Figure 7.53 shows the relationship between data width and access size.
For cache filling and DMAC 16-byte transfers, longword accesses are repeated 4 times.
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When one or more wait states are set for a burst ROM access, the WAIT pin is sampled. When the
burst ROM is set and 0 specified for waits, there are 2 access cycles from the second time on.

Figure 7.55 shows the timing.

‘ T1 Tw ‘ T2 ‘ Tw

‘ Tw ‘ T2 ‘ Tw ‘ T2

8-bit bus-width longword access

‘ T1 Tw ‘ T2 ‘ Tw

8-bit bus-width word access
\ T1 Tw \ T2
8-bit bus-width byte access

\ T1 Tw \ T2 \ Tw

16-bit bus-width longword access
T Tw T2

16-bit bus-width word access
ST Tw T2

16-bit bus-width byte access
T Tw T2

32-bit bus-width longword access
ST Tw T2

32-bit bus-width word access
T Tw T2

32-bit bus-width byte access

Figure7.53 Data Width and Burst ROM Access (1 Wait State)
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Note: * DACKn waveform when active-low is specified.

Figure7.54 Burst ROM Nibble Access (2 Wait States)
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Note: * DACKn waveform when active-low is specified.




7.8 I dles between Cycles

Because operating frequencies have become high, when aread from a slow device is compl eted,
data buffers may not go off in time to prevent data conflicts with the next access. This lowers
devicereliability and causes errors. To prevent this, afunction has been added to avoid data
conflicts that memorizes the space and read/write state of the preceding access and insertsan idle
cycle in the access cycle for those cases in which problems are found to occur when the next
access starts up. The BSC checks whether await isto be inserted in two cases. if aread cycleis
followed immediately by aread accessto adifferent CS space, and if aread accessis followed
immediately by awrite from the chip. When the chip is writing continuously, the data direction is
aways from the chip to other memory, and there are no particular problems. Neither isthere any
particular problem if the following read accessisto the same CS space, since datais output from
the same data buffer. The number of idle cycles to be inserted into the access cycle when reading
from another CS space, or performing awrite, after aread from the CS3 space, is specified by the
IW31 and IW30 bitsin WCR1. Likewise, IW21 and W20 specify the number of idle cycles after
CS2 reads, IW11 and W10 specify the number after CS1 reads, and 1WO01 and 1WO0O specify the
number after CS0 reads. The number of idle cycles after a C4 read is specified by the IW41 and
IW40 bitsin WCR2. From 0, 1, 2, or 4 cycles can be specified. When there is already a gap
between accesses, the number of empty cycles is subtracted from the number of idle cycles before
insertion. When awrite cycleis performed immediately after aread access, 1 idle cycleisinserted
even when O is specified for waits between access cycles.

When the chip shiftsto aread cycle immediately after awrite, the write data becomes high
impedance when the clock rises, but the RD signal, which indicates read cycle data output enable,
is not asserted until the clock falls. Theresult is that no idles are inserted into the cycle.

When bus arbitration is being performed, an empty cycleisinserted for arbitration, so nois
inserted between cycles.
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Figure 7.56 |dlesbetween Cycles
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79 Bus Arbitration

The chip has a bus arbitration function that, when a bus release request is received from an
external device, releases the busto that device after the bus cycle being executed is completed.

The chip keeps the bus under normal conditions and permits other devicesto use the bus by
releasing it when they request its use.

In the following explanation, external devices requesting the bus are called slaves.

The chip hasthree internal bus masters, the CPU, the DMAC and the E-DMAC. When
synchronous DRAM or DRAM is connected and refresh control is performed, the refresh request
becomes afourth master. In addition to these, there are also bus requests from external devices.
The priority for bus requests when they occur simultaneously is as follows.

Refresh request —m External device—w E-DMAC—»DMAC—» CPU

!

However, only one E-DMAC channel can hold the bus during one bus-mastership cycle.

The E-DMAC has two channels to handle both transmission and reception. Arbitration between
the channels is performed automatically within the E-DMAC module, with bus mastership
aternating between the transmit channel and the receive channel. For arbitration between the two
DMAC channels, either fixed priority mode or round robin mode can be selected by means of the
priority mode bit (PR) in the DMA operation register (DMAOR).

When the bus is being passed between slave and master, all bus control signals are negated before
the busis released to prevent erroneous operation of the connected devices. When the busis
transferred, also, the bus control signals begin bus driving from the negated state. The master and
slave passing the bus between them drive the same signal values, so output buffer conflict is
avoided. A pull-up resistance is required for the bus control signals to prevent malfunction caused
by external noise when they are at high impedance.

Bus permission is granted at the end of the bus cycle. When the busis requested, the bus is
released immediately if thereis no ongoing bus cycle. If there is acurrent bus cycle, the bus is not
released until the bus cycle ends. Even when a bus cycle does not appear to be in progress when
viewed from off-chip, it is not possible to determine immediately whether the bus has been
released by looking at CSn or other control signals, since a bus cycle (such as wait insertion
between access cycles) may have been started internally. The bus cannot be released during burst
transfers for cache filling, DMAC 16-byte block transfers (16 + 16 = 32-byte transfersin dual
address mode), or E-DMAC 16-byte block transfers. Likewise, the bus cannot be released between
the read and write cycles of aTAS instruction. Arbitration is also not performed between multiple
bus cycles produced by a data width smaller than the access size, such as alongword access to an
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8-hit data width memory. Bus arbitration is performed between external vector fetch, PC save, and
SR save cycles during interrupt handling, which are all independent accesses.

Because the CPU is connected to cache memory by a dedicated internal bus, cache memory can be
read even when the busis being used by another bus master on the chip or externally. When
writing from the CPU, an external write cycle is produced. Since the internal bus that connects the
CPU, DMAC, and on-chip peripheral modules can operate in parallel to the external bus, both read
and write accesses from the CPU to on-chip peripheral modules and from the DMAC to on-chip
peripheral modules are possible even if the external busis not held.

Figures 7.57 (8) and 7.57 (b) show the timing charts in the cases that bus requests occur
simultaneously from the E-DMAC, DMAC, and CPU. These cases are based on the following
settings:

¢ TheCS2 and CS3 spaces are set for synchronous DRAM.

e TheCASlatency isonecycle.

« The E-DMAC isenabled at both the transmitter and receiver (the buffer and descriptor use the
CS3 space).

« TheDMAC isenabled in only one channel that is set to auto-request mode, cycle-steal mode,
and 16-byte dual-address transmission (CS2 space).

e Burst read and single write are set to synchronous DRAM.
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Figure7.57 (@) BusArbitration Timing
(E-DMAC Read - DMAC 16-Byte Transmission - CPU Read)
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Figure7.57 (b) BusArbitration Timing
(E-DMAC Write - DMAC 16-Byte Transmission - CPU Read)
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7.9.1 Master Mode

The chip keeps the bus unless it receives a bus request. When a bus release request (BRLS)
assertion (low level) is received from an external device, buses are released and a bus grant (BGR)
is asserted (low level) as soon as the bus cycle being executed is completed. When it receives a
negated (high level) BRLS signal, indicating that the slave has released the bus, it negates the
BGR (to high level) and begins using the bus. When the bus is released, all output and 1/0 signals
related to the bus interface are changed to high impedance, except for the CKE signal for the
synchronous DRAM interface, the BGR signal for bus arbitration, and DMA transfer control
signals DACKO0 and DACK 1.

When the DRAM has finished precharging, the busis released. The synchronous DRAM also
issues a precharge command to the active bank. After thisis completed, the busisreleased.

The specific bus release sequenceis as follows. First, the address bus and data bus become high
impedance synchronously with arise of the clock. Half acycle later, the bus use enable signal is
asserted synchronously with afall of the clock. Thereafter the bus control signals (BS, CSn, RAS,
CASn, WEn, RD, RD/WR) become high impedance at arise of the clock. These bus control
signals are driven high at least 2 cycles before they become high impedance. Sampling for bus

request signals occurs at the clock fall.

The sequence when the bus is taken back from the slave is as follows. When the negation of BRLS
is detected at a clock fall, high-level driving of the bus control signals starts half acycle later. The
bus use enable signal is then negated at the next clock fall. The address bus and data bus are driven
starting at the next clock rise. The bus control signals are asserted and the bus cycle actually starts
from the same clock rise at which the address and data signals are driven, at the earliest. Figure
7.58 shows the timing of bus arbitration.

To reduce the overhead due to arbitration with a user-designed slave, a number of consecutive bus
accesses may be attempted. In this case, to insure dependable refreshing, the design must provide
for the slave to release the bus before it has held it for a period exceeding the refresh cycle. The
SH7615 is provided with the REFOUT pin to send asignal requesting the bus while refresh
execution is being kept waiting. REFOUT is asserted while refresh execution is being kept waiting
until the busis acquired. When the external slave device receives this signal and releases the bus,
the busis returned to the chip and refreshing can be executed.
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Figure 7.58 BusArbitration
7.10 Additional Items

7.10.1 Resets

The bus state controller is completely initialized only in a power-on reset. All signals are
immediately negated, regardless of whether or not the chip isin the middle of abus cycle. Signal
negation is simultaneous with turning the output buffer off. All control registers areinitialized. In
standby mode, sleep mode, and a manual reset, no bus state controller control registers are
initialized. When a manual reset is performed, the currently executing bus cycle only is completed,
and then the chip waits for an access. When a cache-filling or DMAC/E-DMAC 16-byte transfer is
executing, the CPU, DMAC, or E-DMAC that is the bus master ends the access in alongword

unit, since the access request is canceled by the manual reset. This means that when a manual reset
is executed during a cachefilling, the cache contents can no longer be guaranteed. During a
manual reset, the RTCNT does not count up, so no refresh request is generated, and arefresh cycle
isnot initiated. To preserve the data of the DRAM and synchronous DRAM, the pulse width of the
manual reset must be shorter than the refresh interval. Master mode chips accept arbitration
requests even when amanual reset signal is asserted. When areset is executed only for the chip in
master mode while the bus is released, the BGR signal is negated to indicate this. If the BRLS
signal is continuously asserted, the bus release state is maintained.

7.10.2 AccessasViewed from CPU, DMAC or E-DMAC

Thechip isinternally divided into three buses: cache, internal, and peripheral. The CPU and cache
memory are connected to the cache bus, the DMAC, E-DMAC and bus state controller are
connected to the internal bus, and the low-speed peripheral devices and mode registers are
connected to the peripheral bus. On-chip memory other than cache memory and the user break
controller are connected to both the cache bus and the internal bus. The internal bus can be
accessed from the cache bus, but not the other way around. The peripheral bus can be accessed
from the internal bus, but not the other way around. This results in the following.

Rev. 2.00, 03/05, page 353 of 884
RENESAS




The DMAC can access on-chip memory other than cache memory, but cannot access cache
memory. When the DMAC causes awrite to external memory, the external memory contents and
the cache contents may be different. When external memory contents are rewritten by aDMA
transfer, the cache memory must be purged by software if there is a possibility that the data for
that address is present in the cache.

When the CPU starts aread access, if the accessis to a cache area, a cache search isfirst
performed. Thistakes one cycle. If thereis datain the cache, it fetches it and completes the access.
If thereis no datain the cache, a cachefilling is performed viathe internal bus, so four
consecutive longword reads occur. For misses that occur when byte or word operands are accessed
or branches occur to odd word boundaries (4n + 2 addresses), the filling is always performed by
longword accesses on the chip-external interface. In the cache-through area, the accessisto the
actual access address. When the access is an instruction fetch, the access size is always longword.

For cache-through areas and on-chip peripheral module read cycles, after an extracycleis added
to determine the cycle, the read cycle is started through the internal bus. Read datais sent to the
CPU through the cache bus.

When write cycles access the cache area, the cache is searched. When the data of the relevant
addressis found, it iswritten here. The actual write occursin parallel to thisviathe internal busin
write-through mode. In write-back mode, the actual write is not performed until areplace
operation occurs for the relevant address. When the right to use the internal busis held, the CPU is
notified that the write is completed without waiting for the end of the actual off-chip write. When
the right to use the internal busis not held, as when it is being used by the DMAC or the like, there
isawait until the busis acquired before the CPU is notified of completion.

Accesses to cache-through areas and on-chip peripheral modules work the same as in the cache
area, except for the cache search and write.

Because the bus state controller has one level of write buffer, theinternal bus can be used for
another access even when the chip-external bus cycle has not ended. After awrite has been
performed to low-speed memory off the chip, performing aread or write with an on-chip
peripheral module enables an access to the on-chip peripheral module without having to wait for
the completion of the write to low-speed memory.

During reads, the CPU always has to wait for the end of the operation. To immediately continue
processing after checking that the write to the device of actual data has ended, perform a dummy
read access to the same address consecutively to check that the write has ended.

The bus state controller’s write buffer functions in the same way during accesses from the DMAC.
A dua-address DMA transfer thus starts in the next read cycle without waiting for the end of the
write cycle. When both the source address and destination address of the DMA are external spaces
to the chip, however, it must wait until the completion of the previous write cycle before starting
the next read cycle.
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The E-DMAC can perform access involving external memory, but not access involving any on-
chip memory or peripheral modules.

7.10.3 STATSland STATSOPins

The SH7615 has two pins, STATS1 and STATS0, to identify the bus master status. The signals
output from these pins show the external access status. Encoded output is provided for the
following categories. CPU (cache hit/cache disable), DMAC (external access only), E-DMAC,
and Others (refresh, internal access, etc.). All output is synchronized with the address signals. The
encoding patterns are shown in table 7.9, and the output timing in figure 7.59.

Table7.9 Encoding Patterns

Identification STATS1 STATSO
CPU 0 0
DMAC 1
E-DMAC 1 0
Others 1

Address :X cpu | cpu ><E-DMACXE-DMACXE-DMAC(:(:XE-DMACXG-DMACXG-DMACXG-DMACX

o [\ [\
statst.o 00 \ 10

| X 01
Note: In on-chip I/O - on-chip RAM or on-chip I/O - memory transfers using the DMAC,
accesses to on-chip 1/0 and on-chip RAM are included in the “Others” category.

Figure7.59 STATSOutput Timing

7.10.4 BUSHIZ Specification

The BUSHIZ pin is needed when the SH7615 is connected to a PCl controller viaa PCl bridge,
and the PCI master and SH7615 share local memory on the SH7615 bus. By using thispinin
combination with the WAIT pin, it is possible to place the bus and specific control signalsin the
high-impedance state while keeping the SH7615's internal state halted. The conditions for
establishing the high-impedance state, the applicable pins, and the bus timing (figure 7.60) are
shown below. See the Application Note for an example of PCI bridge connection.
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» High-impedance conditions: Not dependent on BCR settings etc. when WAIT = L and
BUSHIiZ =L

« Applicable pins: A[24:0], D[31:0], CS3, RD/WR, RD, RAS, CAS/OE, DQMLL/WEO,
DQMLU/WEIT, DQMUL/WE2, DQMUU/WES3 (total of 66 pins)

cKio [ S N e R e

.

WAIT T QJ

sl

A N N,

Target pins )

47 Period ——————

Figure7.60 BUSHiIZ Bus Timing

Can be used when memory is shared by the CPU and an external device.

When BUSHIZ is asserted after asserting WAIT, the CPU appears to release the bus.
When it becomes possible to access the shared memory, BUSHIZ is negated.

When the datais ready, WAIT is negated.

AL PR

This procedure allows the CPU and an external device to share memory.
7.11  Usage Notes

7111 Normal Space Access after Synchronous DRAM Write when Using DMAC

Negation of the DQMn/WEn signal in a synchronous DRAM write and CSn assertion in an
immediately following normal space access both occur at the same rising edge of CKI1O (figure
7.61). Asthereisarisk of an erroneous write to normal space in this case, when synchronous
DRAM or a high-speed device is connected to normal space, it is recommended that CSn be
delayed on the system side.

Cases in which a synchronous DRAM write and normal space access occur consecutively are
shown in table 7.10.

Table7.10 Access Sequence

Write to Synchronous DRAM Normal Space Access
CPU DMA
DMA CPU
DMA DMA

Note: When an access by the CPU is performed immediately after a write by the CPU, internally
the accesses are not consecutive.
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(b) Single write mode

Figure7.61 Normal Space Access Immediately after Synchronous DRAM Write
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7.11.2 When Using l@:E@Clock Ratio of 1:1, 8-Bit Bus Width, and External Wait I nput

When using an |@:E@ clock ratio of 1:1 and an 8-bit bus width, at least 1.5 address hold cycles
should be set.

Set avaue other than the initia value in bits AnSHW1, AnSHWO0, A4HW1, and A4HWO for the
relevant space.

7.11.3 Preventing Wrong Data Output to Synchronous DRAM

In SDRAM burst write mode and bank active mode, wrong data may be output to SDRAM when
the Ethernet controller direct memory access controller (E-DMAC) performs DMA reception by
using SDRAM as the receive buffer, when the direct memory access controller (DMAC) performs
16-hit transmission to SDRAM (destination address), or when the cache controller performs write-
back to SDRAM.

Conditions: When all of the following conditions are satisfied, the previous data written to
SDRAM is erroneously output to the SDRAM as thefirst four bytes of the 16-byte SDRAM write
data.

e Theclock ratio of external clock (Eq):internal clock (I¢) isnot setto 1:1.
*  SDRAM burst write mode is used.
e SDRAM bank active modeis used.

e The E-DMAC performs DMA reception by using SDRAM as the receive buffer, the DMAC
performs 16-byte transfer (source address = on-chip memory or on-chip peripheral module
space, and destination address = SDRAM), or the cache controller performs write-back to
SDRAM.

Countermeasures. This problemin SDRAM burst write mode is avoided by any of the following
countermeasures.

e Set theclock ratio of external clock (Eg): internal clock (1¢) to 1:1.
»  Specify SDRAM auto-precharge mode.
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Section 8 Cache

8.1 I ntroduction

This chip incorporates 4 kbytes of four-way, mixed instruction/data type cache memory. This
memory can also be used as 2-kbyte RAM and 2 kbyte mixed instruction/data type cache memory
by making a setting in the cache control register (CCR) (two-way cache mode). CCR can specify
that either instructions or data do not use cache. Both write-through and write-back modes are
supported for cache operation.

Each line of cache memory consists of 16 bytes. Cache memory is always updated in line units.
Four 32-bit accesses are required to update a line. Since the number of entriesis 64, the six bits
(A9 to A4) in each address determine the entry. A four-way set associative configuration is used,
so up to four different instructions/data can be stored in the cache even when entry addresses
match. To efficiently use four ways having the same entry address, replacement is provided based
on a pseudo-LRU (least-recently used) replacement algorithm.

The cache configuration is shown in figure 8.1, and addresses in figure 8.2.

Cache address array Cache data array

Cache Cache
address bus data bus
Way 0
N Way 1
LRU Tag . — Way 2
information| | address | Y |V Data (16 bytesfline) m Way 3
b u
| | | |
| | -
64 oo
. | |

entries Lo
b
| | |
| | |
| | |

v ]
[ [ T 1 B
[ [ T 1
[ [ T 1
Tag address Internal Internal
match signal address bus data bus
V: Valid bit
U: Update bit

Figure8.1 Cache Configuration
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Bit 31 28 9 3 0

Address
Number of bits 3 T 19 T 6 T 4 T
Access space Tag address Entry address
specification address Byte address
in line
Figure8.2 Address Configuration
811 Register Configuration
Table 8.1 shows the cache register configuration.
Table8.1 Register Configuration
Name Abbreviation R/W Initial Value Address
Cache control register CCR R/W H'00 H'FFFFFE92

8.2 Register Description

821 Cache Control Register (CCR)

The cache control register (CCR) is used for cache control. CCR must be set and the cache must
beinitialized before use. CCR isinitialized to H'00 by a power-on reset or manual reset.

Bitt 7 6 5 4 3 2 1 0
\ w1 \ WO \ WB \ cp \ T™W \ oD \ ID \ CE \
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 7 and 6—Way Specification Bit (W1, WO0): W1 and WO specify the way when an address
array is directly accessed by address specification.

Bit 7: W1 Bit 6: WO Description

0 0 Way 0 (Initial value)
1 Way 1

1 0 Way 2
1 Way 3

Rev. 2.00, 03/05, page 360 of 884
RENESAS




Bit 5—Write-Back Bit (WB): Specifies the cache operation method when the cache areais
accessed.

Bit 5: WB Description
0 Write-through (Initial value)
1 Write-back

Bit 4—Cache Purge Bit (CP): When 1 iswritten to the CP bit, all cache entries and the valid hits,
and LRU information of al ways areinitialized to 0. After initialization is completed, the CP bit
revertsto 0. The CP bit aways reads 0. Read the cache to check if initialization is completed.

Bit 4: CP Description
0 Normal operation (Initial value)
1 Cache purge

Note: Always read 0.

Bit 3—Two-Way Mode (TW): TW is the two-way mode bit. The cache operates as afour-way set
associative cache when TW is 0 and as atwo-way set associative cache and 2-kbyte RAM when
TW is 1. In the two-way mode, ways 2 and 3 are cache and ways 0 and 1 are RAM. Ways0O and 1
areread or written by direct access of the data array according to address space specification.

Bit 3: TW Description
0 Four-way mode (Initial value)
1 Two-way mode

Bit 2—Data Replacement Disable Bit (OD): OD isthe bit for disabling data replacement. When
this bit is 1, data fetched from external memory is not written to the cache even if there is a cache
miss. Cache datais, however, read or updated during cache hits. OD isvalid only when CE is 1.

Bit 2: OD Description
0 Normal operation (Initial value)
1 Data not replaced even when cache miss occurs in data access
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Bit 1—Instruction Replacement Disable Bit (ID): ID isthe bit for disabling instruction
replacement. When this bit is 1, an instruction fetched from external memory is not written to the
cache even if there isa cache miss. Cache datais, however, read or updated during cache hits. ID
isvalid only when CE is 1.

Bit 1: ID Description
0 Normal operation (Initial value)
1 Data not replaced even when cache miss occurs in instruction fetch

Bit 0—Cache Enable Bit (CE): CE isthe cache enable bit. Cache can be used when CE is set to 1.

Bit 0: CE Description
0 Cache disabled (Initial value)
1 Cache enabled

8.3 Address Space and the Cache

The address space is divided into six partitions. The cache access operation is specified by
addresses. Table 8.2 lists the partitions and their cache operations. For more information on
address spaces, see section 7, Bus State Controller. Note that the spaces of the cache areaand
cache-through area are the same.

Table8.2 Address Space and Cache Operation

Addresses

A31to A29 Partition Cache Operation

000 Cache area Cache is used when the CE bitin CCRis 1

001 Cache-through area Cache is not used

010 Associative purge area Cache line of the specified address is purged
(disabled)

011 Address array read/write area Cache address array is accessed directly

110 Data array read/write area Cache data array is accessed directly

111 I/O area Cache is not used
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84 Cache Operation

84.1 Cache Reads

This section describes cache operation when the cache is enabled and datais read from the CPU.
One of the 64 entries is selected by the entry address part of the address output from the CPU on
the cache address bus. The tag addresses of ways 0 through 3 are compared to the tag address parts
of the addresses output from the CPU. When there is away for which the tag address matches, this
is called a cache hit (when any one of the way tag addresses and the tag address of the address
output from the CPU match). In proper use, the tag addresses of each way differ from each other,
and the tag address of only one way will match. When none of the way tag addresses match, it is
called a cache miss. Tag addresses of entries with valid bits of O will not match in any case.

When a cache hit occurs, datais read from the data array of the way that was matched according to
the entry address, the byte address within the line, and the access data size, and is sent to the CPU.
The address output on the cache address bus is calculated in the CPU’ s instruction execution phase
and the results of the read are written during the CPU’ s write-back stage. The cache address bus
and cache data bus both operate as pipelines in concert with the CPU’s pipeline structure. From
address comparison to data read requires 1 cycle; since the address and data operate as a pipeline,
consecutive reads can be performed at each cycle with no waits (figure 8.3).

o/ N N NN

CPU pipeline stage | EX MA WB
EX MA

EX

Cache address bus <Address A><Address B>
— —

Cache tag comparison

Cache data bus <Address A><Address B>

E— E—
Data array read

EX: Instruction execution
MA: Memory access
WB: Write-back

Figure8.3 Read Accessin Case of a CacheHit
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When a cache miss occurs, the way for replacement is determined using the LRU information, and
the read address from the CPU is written in the address array for that way. Simultaneously, the
valid bit is set to 1. Since the 16 bytes of data for replacing the data array are simultaneously read,
the address on the cache address bus is output to the internal address bus and 4 longwords are read
consecutively. The access order is such that, for the address output to the internal address, the byte
address within the line is sequentially incremented by 4, so that the longword that contains the
address to be read from the cache comes last. The read data on the internal data bus iswritten
sequentially to the cache data array. One cycle after the last data is written to the cache data array,
it is aso output to the cache data bus and the read data is sent to the CPU.

The internal address bus and internal data bus also function as pipelines, just like the cache bus
(figure 8.4).

Y AVAWAWAlIAU/A /At I,

CPU

pipeline EX MA w8
stage
EX MA
Cache 7/
address <Address A>< << Address B << << >
bus ) )
// // // //

Cache tag comparison

Cache
data bus Data array write Address A

Internal
address
bus

/ /
Internal ddress A\/Address A\/Address A
data bus \\ +4 ><;/\\ +8 \12 Address A

EX: Instruction execution
MA: Memory access
WB: Write-back

Address A Address A Address A d/dress A>

Figure8.4 Read Accessin Case of a CacheMiss
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84.2 Write Access

Write-Through Mode: Writing to external memory is performed regardless of whether or not
there is a cache hit. The write address output to the cache address bus is used for comparison to the
tag address of the cache' s address array. |f they match, the write data output to the cache data bus
in the following cycle is written to the cache data array. If they do not match, nothing is written to
the cache data array. The write address is output to the internal address bus 1 cycle later than the
cache address bus. The write datais similarly output to the internal data bus 1 cycle later than the
cache data bus. The CPU waits until the writes on the internal buses are completed (figure 8.5).

o SN

o EX MA

CPU pipeline
stage EX MA

Cache

address bus <Address A ><Address B >
—_—
Cache tag comparison
Cache
data bus <Address A 55 ><Address B

— . —
Data array write

Internal Address A {Address B
address bus
Internal
Address A
data bus < SS >

EX: Instruction execution
MA: Memory access

Figure85 Write Access (Write-Through)
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Write-Back Mode: When acache hit occurs, the data is written to the data array of the matching
way according to the entry address, byte address in the line, and access data size, and the update
bit of that entry is set to 1. A write is performed only to the data array, not to external memory. A
write hit is completed in 2 cycles (figure 8.6).

VNV VNIV

CPU pipeline EX MA
stage Ex —
EX
Cache
address bus <Address A>< Address B >< Address C
S -

Cache tag comparison ~ Cache tag comparison

Cache <

data bus Address A >< Address B

—_—
Data array write

EX: Instruction execution
MA: Memory access

Figure8.6 Write Accessin Case of a Cache Hit (Write-Back)

When a cache miss occurs, the way for replacement is determined using the LRU information, and
the write address from the CPU is written in the address array for that way. Simultaneously, the
valid bit and update bit are set to 1. Since the 16 bytes of data for replacing the data array are
simultaneously read when the data on the cache bus is written to the cache, the address on the
cache address bus is output to the internal address bus and 4 longwords are read consecutively.
The access order is such that, for the address output to the internal address, the byte address within
the line is sequentially incremented by 4, so that the longword that contains the address to be read
from the cache comes last. The read data on the internal data bus is written sequentially to the
cache data array.

The internal address bus and internal data bus also function as pipelines, just like the cache bus
(figure 8.7).
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Y aVaAVAWATRlYal/ata el

CPU
pipeline EX MA
stage
EX MA
Cache
address <Address A>< << Addreis‘s B << << >
bus
— . // // // // —
Cache tag comparison Cache tag comparison
Cache
{ ( moatsen  (( (G )
Data array write
— —> — — —>
Int |
az;rg?s Address A\/|Address A\/|Address A AédressA
bus +4 ) +8 )+12

Internal Address A\/Address A\/Address A Address A>
<§)+4 X;) . X;D X;)

EX: Instruction execution
MA: Memory access

Figure8.7 Write Accessin Case of a CacheMiss (Write-Back)

When the update bit of an entry to be replaced in write-back mode is 1, write-back to external
memory is necessary. To improve performance, the entry to be replaced isfirst transferred to the
write-back buffer, and fetching of the new entry into the cacheis given priority over the write-
back. When the new entry has been fetched into the cache, the write-back buffer contents are
written back to external memory. The cache can be accessed during this write-back.

The write-back buffer can hold one cache line (16 bytes) of data and its address. The configuration
of the write-back buffer is shown in figure 8.8.

A (31-4) Longword O Longword 1 Longword 2 Longword 3

A (31-4): Address for write-back to external memory
Longwords 0-3: One cache line of data for write-back to external memory

Figure8.8 Write-Back Buffer Configuration
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8.4.3 Cache-Through Access

When reading or writing a cache-through area, the cache is not accessed. Instead, the cache
address value is output to the internal address bus. For read operations, the read data output to the
internal data busis fetched and output to the cache data bus, as shown in figure 8.9. The read of
the cache-through areais only performed on the address in question. For write operations, the
write data on the cache data bus is output to the internal data bus. Writes on the cache through area
are compared to the address tag; except for the fact that nothing is written to the data array, the
operation is the same as the write shown in figure 8.5.

0 /NN

CPU

pipeline stage EX '\SQ V'\;/i
(C
Cache (Address AX Address B ) >

address bus
i @ggress A)
T

EX: Instruction execution
MA: Memory access
WB: Write-back

Figure8.9 Reading Cache-Through Areas

84.4 The TASInstruction

The TAS instruction reads data from memory, comparesit to O, reflects the result in the T bit of
the status register (SR), and sets the most significant bit to 1. It isan instruction that writesto the
same address. Accesses to the cache area are handled in the same way as ordinary data accesses.

8.4.5 Pseudo-L RU and Cache Replacement

When a cache miss occurs during aread, the data of the missed addressisread from 1 line (16
bytes) of memory and replaced. It istherefore necessary to decide which of the four waysisto be
replaced. It can generally be expected that away that has been infrequently used recently is also
unlikely to be used next. This agorithm for replacing waysiis called the least recently used
replacement algorithm, or LRU. The hardware to implement it, however, is complex. For that
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reason, this cache uses a pseudo-L RU replacement algorithm that keeps track of the order of way
access and replaces the oldest way.

Six bits of data are used as the LRU information. The bits indicate the access order for 2 ways, as
shown in figure 8.10. When the value is 1, access occurred in the direction of the appropriate
arrow in the figure. The direction of the arrow can be determined by reading the bit. Accessto the
way to which al the arrows are pointing is the oldest, and that way becomes subject to
replacement. The access order is recorded in the LRU information bits, so the LRU information is
rewritten when a cache hit occurs during a read, when a cache hit occurs during awrite, and when
replacement occurs after a cache miss. Table 8.3 shows the rewrite values; table 8.4 shows how
the way to be replaced is selected.

After a cache purge by means of the CP bit in CCR, all the LRU information is zeroized, so the
initial order of useisway 3 - way 2 — way 1 - way 0. Thereafter, the way is selected according
to the order of accessin the program. Since the replacement will not be correct if the LRU gets an
inappropriate value, the address array write function can be used to rewrite. When thisis done, be
sure not to write a value other than 0 asthe LRU information.

When the OD bit or ID bit in CCR is 1, cache replacement is not performed even if a cache miss
occurs during data read or instruction fetch. Instead of replacing, the missed address datais read
and directly transferred to the CPU.

The two-way mode of the cache set by CCR’'s TW bit can only be implemented by replacing ways
2 and 3. Comparisons of address array tag addresses are carried out on all four ways even in two-
way mode, so the valid bits of ways 1 and 0 must be cleared to 0 before beginning operation in
two-way mode.

Writing for the tag address and valid bit for cache replacement does not wait for the read from
memory to be completed. If amemory accessis aborted due to areset, etc., during replacement,
there will be a discrepancy between the cache contents and memory contents, so a purge must be
performed.

Figure8.10 LRU Information and Access Sequence
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Table8.3 LRU Information after Update

Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit O
Way 0 0 0 0 — — —
Way 1 1 — — 0 0 —
Way 2 — 1 — 1 — 0
Way 3 — — 1 — 1
Note: —: Holds the value before update.

Table8.4  Selection Conditionsfor Replaced Way

Bit 5 Bit 4 Bit 3 Bit 2 Bit 1 Bit 0
Way 0 1 1 1 — — —
Way 1 0 — — 1 1 —
Way 2 — 0 — 0 —
Way 3 — — 0 — 0 0
Note: —: Don't care.

8.4.6 Cachelnitialization

Purges of the entire cache area can only be carried out by writing 1 to the CP bit in CCR. Writing
1tothe CP hit initializes the valid bit of the address array, and all bits of the LRU information, to
0. Cache purges are completed in 1 cycle, but additional time is required for writing to CCR.
Alwaysinitialize the valid bit and LRU before enabling the cache.

When the cache is enabled, ingtructions are read from the cache even during writing to CCR. This
means that the prefetched instructions are read from the cache. To do a proper purge, write 0 to
CCR’s CE hit, then disable the cache and purge. Since CCR'’s CE hit is cleared to O by a power-on
reset or manual reset, the cache can be purged immediately by a reset.

8.4.7 Associative Purges

Associative purges invalidate 1 line (16 bytes) corresponding to specific address contents when
the contents are in the cache.

When the contents of a shared address are rewritten by one CPU in amultiprocessor configuration
or aconfiguration in which the chip'sinternal E-DMAC (or DMAC) and CPU share memory, that
address must be invalidated in the cache of the other CPU if it is present there.

When writing to or reading the address obtained by adding H'40000000 to the addressto be
purged, the valid bit of the entry storing the address prior to addition are initialized to 0.

Rev. 2.00, 03/05, page 370 of 884
RENESAS



16 bytes are purged in each write, so a purge of 256 bytes of consecutive areas can be
accomplished in 16 writes. Access sizes when associative purges are performed should be
longword. A purge of 1 line requires 2 cycles.

Also note that write-back (flushing) to the main memory is not performed if thereisadirty linein
the cache.

Associative purge:

Bit 31 28 9 3 0
Entry

Address 010 Tag address address | —

Number of bits 3 19 6 4

Figure8.11 Associative Purge Access

8.4.8 Cache Flushing

When the CPU rewrites the contents of a specific shared address in the cache by write-back in a
multiprocessor configuration or a configuration in which the chip'sinternal E-DMAC (or DMAC)
and CPU share memory, the rewritten data must be written back to the main memory, and the
cache contents invalidated, before the busis granted by the CPU in the chip to another master
(external master, E-DMAC, or DMAC). The chip does not support an instruction or procedure for
flushing the contents of specific addresses, so in order to execute a cache flush it is necessary to
perform reads in a 4-kbyte space (cache area) other than the address space to be flushed from
cache, and intentionally create cache misses. For this purpose, cache accesses should be performed
every 16 bytes. By this means, write-backs are generated and the contents written to the cache by
the CPU in the chip are written back to the main memory, enabling flushing to be executed.
However, this method incurs an overhead consisting of the cachefill time due to read misses and
thetime for rereading datato be left in the cache. Therefore, if the overhead due to use of the
write-back method is of concern when constructing a system in which a number of masters share
memory, the shared area should be made a cache-through area in order to maintain coherency.

8.4.9 Data Array Access

The cache data array can be read or written directly viathe data array read/write area. Byte, word,
or longword access can be used on the data array. Data array accesses are completed in 1 cycle for
aread and 2 cyclesfor awrite. Since only the cache bus is used, the operation can proceed in
parallel even when another master, such asthe DMAC, is using the bus. The data array of way O is
mapped on H'C0000000 to H'CO0003FF, way 1 on H'C0000400 to H'C00007FF, way 2 on
H'C0000800 to H'CO000BFF and way 3 on H'CO000CO00 to H'CO000FFF. When the two-way
mode is being used, the area H'C0000000 to H'CO0007FF is accessed as 2 kbytes of on-chip

RAM. When the cache is disabled, the area H'C0000000 to H'COO00FFF can be used as 4 kbytes
of on-chip RAM.

Rev. 2.00, 03/05, page 371 of 884
RENESAS




When the contents of the way being used as cache are rewritten using a data array access, the
contents of external memory and cache will not match, so this operation should be avoided.

Data array read/write:

Bit 31 28 1211109 3 0
Entry

Address 110 Tag address W address BA

Number of bits 3 19 6 4
Bit 31 0
Data Déta '
Number of bits 32

BA: Byte address within line W: Way specification

Figure8.12 Data Array Access

8.4.10 AddressArray Access

The address array of the cache can be accessed so that the contents fetched to the cache can be
checked for purposes of program debugging or the like. The address array is mapped on
H'60000000 to H'600003FF. Since al of the ways are mapped to the same addresses, ways are
selected by rewriting the W1 and WO bits in CCR. The address array can only be accessed in
longwords.

When the address array is read, the tag address, LRU information, and valid bit are output as data.
When the address array is written to, the tag address, and valid bit are written from the cache
address bus. The write address must therefore be calculated before the write is performed. LRU
information is written from the cache data bus, but 0 must always be written to prevent
malfunctions.
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Address array read:

Bit 31 2928 10 9 43 0
Entry
Address 011 — address | —
Number of bits 3 19 6 4
Bit 31 2928 10 9 43210
Data — Tag address _LRU | V|—
information
Number of bits 3 19 6 112
Address array write:
Bit 31 2928 10 9 43210
Entry
Address 011 Tag address address |— V|—
Number of bits 3 19 6 112
Bit 31 10 9 43 0
LRU
Data - information| —
Number of bits 22 6 4

V: Valid bit

Figure8.13 AddressArray Access

85 Cache Use

85.1 Initialization

Cache memory is not initialized in areset. Therefore, the cache must be initialized by software
before use. The cache isinitialized by zeroizing al address array valid bits and LRU information.
The address array write function can be used to initialize each line, but it is simpler to initialize it
once by writing 1 to the CP bit in CCR. Figure 8.14 shows how to initialize the cache.

MOV. W #H FE92, R1
MOV.B @Rl, RO
AND #H FE, RO
MOV. B #RO, @Rl

R #H 10, RO
MOV.B RO, @l
OR #H 01, RO

MOV.B RO, R1

:  Cachedisable

; Cachepurge

:  Cache enable

Figure8.14 Cachelnitialization
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85.2 Purge of Specific Lines

Thereis no snoop function (for monitoring data rewrites), so specific lines of cache must be
purged when the contents of cache memory and external memory differ asaresult of an operation.
For instance, when a DMA transfer is performed to the cache area, cache lines corresponding to
the rewritten address area must be purged. All entries of the cache can be purged by setting the CP
bit in CCR to 1. However, it is efficient to purge only specific linesif only alimited number of
entries are to be purged.

An associative purge is used to purge specific lines. Since cache lines are 16 bytes long, purges are
performed in a 16-byte units. The four ways are checked simultaneously, and only lines holding
data corresponding to specified addresses are purged. When addresses do not match, the data at
the specified address is not fetched to the cache, so no purge occurs.

Purging 32 bytes from address R3

MOV. L #H 40000000, RO
XOR Rl, RL

MOV. L Rl, @RO, R3)
ADD #16, R3

MOV. L Rl, @RO, R3)

Figure8.15 Purging Specific Addresses

When it is troublesome to purge the cache after every DMA transfer, it is recommended that the
OD hit in CCR be set to 1 in advance. When the OD bit is 1, the cache operates as cache memory
only for instructions. However, when data is already fetched into cache memory, specific lines of
cache memory must be purged for DMA transfers.

8.5.3 Cache Data Coherency

The cache memory does not have a snoop function. This means that when data is shared with a
bus master other than the CPU, software must be used to ensure the coherency of data. For this
purpose, the cache-through area can be used, or a cache purge can be performed with program
logic using write-through.

When the cache-through areais to be used, the data shared by the bus mastersis placed in the
cache-through area. This makes it easy to maintain data coherency, since access of the cache-
through area does not fetch data into the cache. When the shared data is accessed repeatedly and
the frequency of data rewritesislow, alower access speed can adversely affect performance.

To purge the cache using program logic, the data updates are detected by the program flow and the
cacheis then purged. For example, if the program inputs data from a disk, whenever reading of a
unit (such as a sector) is completed, the buffer address used for reading or the entire cacheis
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purged, thereby maintaining coherency. When data is to be exchanged between two processors,
only flags that provide mutual notification of completion of data preparation or completion of a
fetch are placed in the cache-through area. The data actually to be transferred is placed in the
cache area and the cache is purged before the first data read to maintain the coherency of the data.
When semaphores are used as the means of communication, data coherency can be maintained
even when the cache is not purged by utilizing the TAS instruction. Direct external access must
aways be used for a TAS instruction read.

When the update unit is small, specific addresses can be purged, so only the relevant addresses are
purged. When the update unit islarger, it isfaster to purge the entire cache rather than purging all
the addresses in order, and then read the data that previously existed in the cache again from
external memory.

When write-back is used, coherency can be maintained by executing write-backs (flushing) to
memory by means of intentional cache miss reads, but since executing flushing incurs an
overhead, use of write-through or accessing the cache-through areais recommended in asystemin
which a number of masters share memory.

854 Two-Way Cache M ode

The 4-kbyte cache can be used as 2-kbyte RAM and 2-kbyte mixed instruction/data cache memory
by setting the TW bit in CCR to 1. Ways 2 and 3 become cache, and ways 0 and 1 become RAM.

Initialization is performed by writing 1 to the CP bit in CCR, in the same way as with 4 ways. The
valid bit, and LRU bits are cleared to O.

When LRU information isinitialized to zero, the initial order of useisway 3 - way 2. Thereafter,
way 3 or way 2 is selected for replacement in accordance with the LRU information. The
conditions for updating the LRU information are the same as for four-way mode, except that the
number of waysis two.

When designated as 2-kbyte RAM, ways 0 and 1 are accessed by data array access. Figure 8.16
shows the address mapping.
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H'00000000

H'C0000000
Way O

H'CO0003FF
H'C0000400

Way 1
H'CO0007FF

H'FFFFFFFF

Figure8.16 AddressM apping of 2-kbyte RAM in the Two-Way M ode
8.6 Usage Notes

86.1  Standby

Disable the cache before entering the standby mode for power-down operation. After returning
from standby, initialize the cache before use.

8.6.2 Cache Control Register

Changing the contents of CCR aso changes cache operation. The chip makes full use of pipeline
operations, so it is difficult to synchronize access. For this reason, change the contents of the cache
control register simultaneously when disabling the cache or after the cacheis disabled. After
changing the CCR contents, perform a CCR read.
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Section 9 Ethernet Controller (EtherC)

9.1 Overview

The SH7615 has an on-chip Ethernet controller (EtherC) conforming to the IEEE802.3 MAC
(Media Access Control) layer standard. Connecting a physical-layer LSl (PHY-LSI) complying
with this standard enables the Ethernet controller (EtherC) to perform transmission and reception
of Ethernet/|EEEB02.3 frames. The Ethernet controller is connected to dedicated transmit and
receive Ethernet DMACs (E-DMACS) in the SH7615, and carries out high-speed data transfer to
and from memory.

911 Features

The EtherC has the following features:

Transmission and reception of Ethernet/| EEE802.3 frames

Supports 10/200 Mbps transfer

Supports full-duplex and half-duplex modes

Conformsto |EEE802.3u standard MI1 (Media I ndependent Interface)
Magic Packet detection and Wake On LAN (WOL) signal output
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91.2 Configuration

Figure 9.1 shows the configuration of the Ethernet controller.

Transmit
' controller _.

Mil | el

Receive
«— h
controller

' . Command status
interface 4

Figure9.1 Configuration of Ethernet Controller (EtherC)

Transmit Controller: Transmit datais stored in the transmit FIFO from memory via the transmit
E-DMAC. The transmit controller assembles this data into an Ethernet/| EEE802.3 frame, which it
outputs to the M. After passing through the MlI, the transmit data is sent onto the line by aPHY -
LSl. The main functions of the transmit controller are as follows:

* Frame assembly and transmission

* CRC calculation and provision to frames

« Dataretransmission in case of acollision (up to 15 times)
e Compliant with MII in IEEE802.3u standard

» Byte-nibble conversion supporting PHY -L Sl speed
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Receive Controller: After aframeisreceived viathe MII, the receive controller carries out
address information, frame length, CRC, and other checks, and the receive datais transferred to
memory by the receive E-DMAC. The main functions of the receive controller are as follows:

Checking received frame format

Checking receive frame CRC and frame length

Transfer of own-address, multicast, or broadcast receive frames to memory
Compliant with MIl in IEEE802.3u standard

Nibble-byte conversion supporting PHY -L Sl speed

Magic Packet monitoring

Command/Status I nterface: This interface provides various command/status registers to control
the EtherC, and performs accessto PHY-L Sl internal registers viathe Mil.
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9.1.3 I nput/Output Pins

The EtherC has signal pins compatible with the 18-pin MI| specified in the IEEE802.3u standard,
and three related signal pinsto simplify connection to the PHY-LSl. The pin configuration are

shown in table 9.1.

Table9.1 Pin Configuration

Abbre-
Type viation Name 11O Function
MIl TX-CLK Transmit clock Input TX-EN, ETXDO to ETXD3, TX-ER timing
reference signal
RX-CLK Receive clock Input RX-DV, ERXDO to ERXD3, RX-ER timing
reference signal
TX-EN Transmit enable Output Indicates that transmit data is ready on
ETXDO to ETXD3
ETXDOto Transmit data (4-bit) Output 4-bit transmit data
ETXD3
TX-ER Transmit error Output  Notifies PHY-LSI of error during transmission
RX-DV Receive data valid Input Indicates that there is valid receive data on
ERXDO to ERXD3
ERXDOto Receive data (4-bit) Input 4-bit receive data
ERXD3
RX-ER Receive error Input Identifies error state occurring during data
reception
CRS Carrier detect Input Carrier detection signal
CoL Collision detect Input Collision detection signal
MDC Management data Output  Reference clock signal for information
clock transfer via MDIO
MDIO Management data Input/ Bidirectional signal for exchange of
input/output output  management information between STA and
PHY
Other LNKSTA  Link status Input Inputs link status from PHY-LSI
EXOUT General-purpose Output  External output pin
external output
WOL Wake-On-LAN Output  Magic packet reception

Rev. 2.00, 03/05, page 380 of 884

RENESAS



9.14

Ethernet Controller Register Configuration

The Ethernet controller (EtherC) has the nineteen 32-bit registers shown in table 9.2.

Table9.2 EtherC Registers
Abbre-

Name viation R/W Initial Value  Address
EtherC mode register ECMR R/W H'00000000  H'FFFFFD60
EtherC status register ECSR RW*!  H'00000000 HFFFFFD64
EtherC interrupt permission register ECSIPR R/W H'00000000 H'FFFFFD68
PHY interface register PIR R/W H'0000000X  H'FFFFFD6C
MAC address high register MAHR R/W H'00000000 H'FFFFFD70
MAC address low register MALR R/W H'00000000 H'FFFFFD74
Receive flame length register RFLR R/W H'00000000 H'FFFFFD78
PHY status register PSR R H'00000000 H'FFFFFD7C
Transmit retry over counter register TROCR R/W*?  H'00000000 HFFFFFD80
Collision detect counter register CDCR R/W*?  H'00000000 HFFFFFD84
Lost carrier counter register LCCR R/W*?  H'00000000 HFFFFFD88
Carrier not detect counter register CNDCR R/W*?  H'00000000 HFFFFFD8C
lllegal frame length counter register IFLCR R/W*?  H'00000000 HFFFFFD90
CRC error frame receive counter register ~ CEFCR R/W*?  H'00000000 HFFFFFD94
Frame receive error counter register FRECR R/W*?  H'00000000 HFFFFFD98
Too-short frame receive counter register TSFRCR R/MW*? H'00000000 HFFFFFD9C
Too-long frame receive counter register TLFRCR R/W*? H00000000 HFFFFFDAO
Residual-bit frame counter register RFCR R/W*?  H00000000 H'FFFFFDA4
Multicast address frame counter register MAFCR R/W*?  H00000000 H'FFFFFDA8

Notes: All registers must be accessed as 32-bit units.
Reserved bits in a register should only be written with 0.
The value read from a reserved bit is not guaranteed.
1. Individual bits are cleared by writing 1.
2. Cleared by a write to the register.
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9.2 Register Descriptions

921 EtherC Mode Register (ECMR)

Bitt 31 30 29 . 19 18 17 16
— T -1 -1 [ =—T-T—
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
\ — \ — \ — ‘PRCEF‘ — \ — ‘MPDE‘ — \
Initial value: 0 0 0 0 0 0 0 0
RIW: R R R RIW R R RIW
Bit: 7 6 5 4 3 2 1 0
\ — \ RE \ TE \ — \ ILB \ ELB \ DM \ PRM \
Initial value: 0 0 0 0 0 0 0 0
RIW: R RIW RIW R RIW RIW RIW RIW

The EtherC mode register specifies the operating mode of the Ethernet controller. The settingsin
this register are normally made in the initialization process following a reset.

Note: Operating mode settings must not be changed while the transmitter and receiver are
enabled. To modify the operating mode settings or change the operating mode while the
EtherC isrunning, first return the EtherC and E-DMAC modulesto their initial state by
means of the software reset bit (SWR) in the E-DMAC mode register (EDMR), then make
new settings.

Bits 31 to 13—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 12—Permit Receive CRC Error Frame (PRCEF): Specifies the treatment of areceive frame
containing a CRC error.

Bit 12: PRCEF Description

0 Reception of a frame with a CRC error is treated as an error (Initial value)

1 Reception of a frame with a CRC error is not treated as an error

Note: When this bitis setto 1, the CRC error frame counter register (CEFCR: see section 9.2.14)
is not incremented when a CRC error is detected.
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Bits 11 and 10—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 9—Magic Packet Detection Enable (MPDE): Enables or disables Magic Packet detection by
hardware to allow activation from the Ethernet. When the Magic Packet is detected, it isreflected
to the EtherC status register and the WOL pin notifies peripheral LSIs that the Magic Packet has
been received.

Bit 9: MPDE Description
0 Magic Packet detection is not enabled (Initial value)
1 Magic Packet detection is enabled

Bits 8 and 7—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 6—Receiver Enable (RE): Enables or disablesthe receiver.

Bit 6: RE Description
0 Receiver is disabled (Initial value)
1 Receiver is enabled

Note: If a switch is made from the receiver-enabled state (RE = 1) to the receiver-disabled state
(RE = 0) while a frame is being received, the receiver will not be disabled until reception of
the frame is completed.

Bit 5—Transmitter Enable (TE): Enables or disables the transmitter.

Bit5: TE Description
0 Transmitter is disabled (Initial value)
1 Transmitter is enabled

Note: If a switch is made from the transmitter-enabled state (TE = 1) to the transmitter-disabled
state (TE = 0) while a frame is being transmitted, the transmitter will not be disabled until
transmission of the frame is completed.

Bit 4—Reserved: This bit is always read as 0. The write value should always be 0.

Bit 3—Internal Loop Back Mode (ILB): Specifies loopback mode in the EtherC.

Bit 3: ILB Description
0 Normal data transmission/reception is performed (Initial value)
1 Data loopback is performed inside the EtherC

Note: A loopback mode specification can only be made with full-duplex transfer (DM = 1 in this
register).
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Bit 2—External Loop Back Mode (ELB): The value in thisregister is output directly to the
SH7615' s general-purpose external output pin (EXOUT). Thisis used for loopback mode
directives, etc., inthe PHY-LSI, using the EXOUT pin.

Bit 2: ELB Description
0 Low-level output from EXOUT pin (Initial value)
1 High-level output from EXOUT pin

Note: In order for PHY loopback to be implemented using this function, the PHY-LSI must have a
pin corresponding to the EXOUT pin.

Bit 1—Duplex Mode (DM): Specifies the EtherC transfer method.

Bit 1: DM Description
0 Half-duplex transfer is specified (Initial value)
1 Full-duplex transfer is specified

Note: When internal loopback mode is specified (ILB = 1), full-duplex transfer (DM = 1) must be
used.
The duplex mode information (half-duplex or full-duplex) detected by the PHY-LSI must be
set to the DM bit. If this setting does not match the duplex mode in the PHY-LSI, the
transfer rate may be degraded or a data collision may occur.

Bit 0—Promiscuous Mode (PRM): Setting this bit enables all Ethernet frames to be received.

Bit 0: PRM Description
0 EtherC performs normal operation (Initial value)
1 EtherC performs promiscuous mode operation

Note: “All Ethernet frames” means all receivable frames, irrespective of differences or
enabled/disabled status (destination address, broadcast address, multicast bit, etc.).
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9.2.2 Ether C Status Register (ECSR)

Bit: 31 30 29 11 10 9 8
(= =T =TT =1T=T=1-=]
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
\ — \ — \ — \ — \ — ‘LCHNG‘ MPD \ ICD \
Initial value: 0 0 0 0 0 0 0 0
RIW: R R R R R R/W* R/W* R/W*

Note: * The flag is cleared by writing 1. Writing 0 does not affect the flag.

The EtherC status register shows the internal status of the EtherC. This status information can be
reported to the CPU by means of interrupts. Individual bits are cleared by writing 1 to them. For
bits that generate an interrupt, the interrupt can be enabled or disabled by means of the
corresponding bit in the EtherC status interrupt permission register (ECSIPR).

Bits 31 to 3—Reserved: These hits are aways read as 0. The write value should always be 0.

Bit 2—LINK Signal Changed (LCHNG): Indicates that the LNKSTA signal input from the PHY -
LSl has changed from high to low, or from low to high. This bit is cleared by writing 1 to it.
Writing O to this bit has no effect.

Bit 2: LCHNG Description

0 LNKSTA signal change has not been detected (Initial value)

1 LNKSTA signal change (high-to-low or low-to-high) has been detected

Notes: 1. The current link status can be checked by referencing the LMON bit in the PHY
interface status register (PSR).

2. Signal variation may be detected when the LNKSTA function is selected by the port A
control register (PACR) of the pin function controller (PFC).

Bit 1—Magic Packet Detection (MPD): Indicates that a Magic Packet has been detected on the
line. Thishit is cleared by writing 1 to it. Writing O to this bit has no effect.

Bit 1: MPD Description
0 Magic Packet has not been detected (Initial value)
1 Magic Packet has been detected

Bit 0—Illegal Carrier Detection (ICD): Indicates that PHY-LS has detected anillegal carrier on
theline. Thishit is cleared by writing 1 to it. Writing O to this bit has no effect.
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Bit 0: ICD Description

0 PHY-LSI has not detected an illegal carrier on the line (Initial value)

1 PHY-LSI has detected an illegal carrier on the line

Note: If a change in the signal input from the PHY-LSI occurs before the software recognition
period, the correct information may not be obtained. Refer to the timing specification for the
PHY-LSI used.

9.2.3 Ether C Interrupt Permission Register (ECSIPR)

Bit: 31 30 29 - 11 10 9 8
Initial value: 0 0 0 - 0 0 0 0
R/W:

Bit: 7 6 5 4 3 2 1 0

— — — — — LCHNGI | MPDIP | ICDIP
P

Initial value: 0 0 0 0 0 0 0 0

R/W: R R R R R R/W R/W R/W

This register enables or disables the interrupt sources indicated by the EtherC status register. Each
bit in this register enables or disables the interrupt indicated by the corresponding bit in the EtherC
status register.

Bits 31 to 3—Reserved: These hits are aways read as 0. The write value should always be 0.

Bit 2— LINK Signal Changed Interrupt Permission (LCHNGIP): Controls interrupt notification
by the LINK Signal Changed bit.

Bit 2. LCHNGIP Description
0 Interrupt notification by LCHNG bit in ECSR is disabled (Initial value)

1 Interrupt notification by LCHNG bit in ECSR is enabled

Bit 1—Magic Packet Detection Interrupt Permission (MPDIP): Controls interrupt notification by
the Magic Packet Detection bit.

Bit 1: MPDIP Description
0 Interrupt notification by MPD bit in ECSR is disabled (Initial value)
1 Interrupt natification by MPD bit in ECSR is enabled
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Bit 0—Illlegal Carrier Detection Interrupt Permission (ICDIP): Controlsinterrupt notification by

the lllegal Carrier Detection bit.

Bit 0: ICDIP Description
0 Interrupt notification by ICD bit in ECSR is disabled (Initial value)
1 Interrupt notification by ICD bit in ECSR is enabled

9.24 PHY Interface Register (PIR)

Bitt 31 30 29 11 10 9 8
- [ =1 =] | - [ - =T7T=]
Initial value: 0 0 0 0 0 0 0
RIW: R R R R R R
Bit: 7 6 5 4 3 2 1 0
‘ — ‘ — — ‘ — ‘ MDI ‘ MDO ‘ MMD ‘ MDC ‘
Initial value: 0 0 0 0 * 0 0 0
RIW: R R RIW RIW RIW

Note: * Undefined

PIR provides a means of accessing PHY-L Sl internal registers viathe Mil.

Bits 31 to 4—Reserved: These hits are dways read as 0. The write value should always be 0.

Bit 3— MII Management Data-In (MDI): Indicates the level of the MDIO pin.

Bit 2— MII Management Data-Out (MDO): Outputs the value set to this bit by the MDIO pin

when the MMD bit is 1.

Bit 1— MII Management Mode (MMD): Specifies the data read/write direction with respect to the
MII. Read directionisindicated by 0, and write direction by 1.

Bit 0— MII Management Data Clock (MDC): Outputs the value set to this bit by the MDC pin
and suppliesthe M1l with the management data clock.

For the method of accessing M1 registers, see section 9.3.4, Accessing M1 Registers.
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9.25

Bit:

Initial value:

R/W:

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

MAC AddressHigh Register (MAHR)

31 30 29 28 27 26 25 24
MA47 \ MA46 | MA45 \ MA44 | MA43 | MA42 | MA41 | MA40 \
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
23 22 21 20 19 18 17 16
MA39 \ MA38 | MA37 \ MA36 | MA35 | MA34 | MA33 | MA32 \
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
15 14 13 12 11 10 9 8
MA31 ‘ MA30 | MA29 ‘ MA28 | MA27 | MA26 | MA25 | MA24 ‘
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW
7 6 5 4 3 2 1 0
MA23 ‘ MA22 | MA21 ‘ MA20 | MA19 | MA18 | MA17 | MA16 ‘
0 0 0 0 0 0 0 0
RW  RMW RW  RMW RIW RIW RIW RIW

The upper 32 bits of the 48-bit MAC address are set in MARH. The setting in thisregister is
normally made in the initialization process after areset.

Note: The MAC address setting must not be changed while the transmitter and receiver are
enabled. First return the EtherC and E-DMAC modulesto their initial state by means of

the SWR bit in the E-DMAC mode register (EDMR), then make the new setting.

Bits 31 to 0—MAC Address Bits 47 to 16 (MA47 to MA16): Used to set the upper 32 bits of the

MAC address.

Note:

value set in thisregister is H'01234567.
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9.2.6 MAC AddressLow Register (MALR)

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
\ MA15 \ MA14 \ MA13 \ MA12 \ MA11 \ MA10 \ MA9 \ MAS \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/IW R/W

Bit: 7 6 5 4 3 2 1 0
‘ MA7 ‘ MAG ‘ MAS5 ‘ MA4 ‘ MA3 ‘ MA2 ‘ MA1 ‘ MAO ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

The lower 16 bits of the 48-bit MAC address are set in MARL. The setting in thisregister is
normally made in the initialization process after areset.

Note: The MAC address setting must not be changed while the transmitter and receiver are
enabled. First return the EtherC and E-DMAC modulesto their initial state by means of
the SWR bit in the E-DMAC mode register (EDMR), then make the new setting.

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should aways be 0.

Bits 15to 0—MAC Address Bits 15t0 0 (MA15 to MAQ): Used to set the lower 16 bits of the
MAC address.

Note: If the MAC addressto be set inthe SH7615 is 01-23-45-67-89-AB (hexadecimal), the
value set in thisregister is H'O00089AB.
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9.2.7 Receive Frame Length Register (RFLR)

Bitt 31 30 29 . 19 18 17 16
_ _ _ _ _ ‘ _ _
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
\ — \ — \ — \ — \ RFL11 \ RFL10 \ RFL9 \ RFL8 \
Initial value: 0 0 0 0 0 0 0 0
RIW: R R R R RIW RIW RIW RIW
Bit: 7 6 5 4 3 2 1 0
‘ RFL7 ‘ RFL6 ‘ RFL5 ‘ RFL4 ‘ RFL3 ‘ RFL2 ‘ RFL1 ‘ RFLO ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

This register specifies the maximum frame length (in bytes) that can be received by the SH7615
Bits 31 to 12—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 11 to 0—Receive Frame Length (RFL)

H'000 to H'5EE 1,518 bytes

H'5EF 1,519 bytes

H'5F0 1,520 bytes

H'7FF 2,047 bytes

H'800 to H'FFF 2,048 bytes

Notes: 1. The frame length refers to all fields from the destination address up to and including the
CRC data.

2. When data that exceeds the specified value is received, the part of the data that is
higher than the specified value is discarded.
Frame contents from the destination address up to and including the data are actually
transferred to memory. CRC data is not included in the transfer.
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9.2.8 PHY Interface Status Register (PSR)

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

31 30 29 11 10 9 8
[ = =1 =] | - -1 -=-1T=1
0 0 0 0 0 0 0
R R R R R
7 6 5 4 3 2 1 0
_ _ _ _ — — —‘LMON‘
0 0 0 0 0 0 0 0
R R R R R

PSR enables interface signals from the PHY-L Sl to be read.

Bits 31 to 1—Reserved: These hits are aways read as 0. The write value should always be 0.

Bit 0— Link Monitor (LMON): The link status can be read by connecting the LINK signal output
fromthe PHY-LSI. For information on the polarity, refer to the specifications for the PHY-LSI to

be connected.

Note: The LMON bhit is cleared to O when the LNKSTA pinisat ahighlevel, andissetto 1

when the pinisat alow level.
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9.2.9 Transmit Retry Over Counter Register (TROCR)

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 - 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
\TROClﬂTROClqTROClﬂTROClﬁTROClﬂTROClo\TRocg\TROCS\
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘TROC?‘TROC6‘TROC5‘TROC4‘TROCS‘TROCZ‘TROCl‘TROCO‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

TROCR is a 16-bit counter that indicates the number of frames that were unable to be transmitted
in 16 retransmission attempts. When 16 transmission attempts have failed, TROCR is incremented
by 1. When the value in this register reaches H'FFFF (65,535), the count is halted. The counter
valueiscleared to 0 by awriteto this register (the write value is immaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Transmit Retry Over Count 15 to 0 (TROC15 to TROCO): These bits indicate the
number of frames that were unable to be transmitted in 16 retransmission attempts.
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9.210 Cadllison Detect Counter Register (CDCR)

Bit: 31 30 29 - 19 18 17 16
Initial value: 0 0 0 L. 0 0 0 0
R/W:
Bit: 15 14 13 12 11 10 9 8
COLDC1 COLDC1 COLDC1 (COLDC1 COLDC1 COLDC1 |COLDC9 |[COoLDCS8
5 4 3 2 1 0
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W RW RW R/W R/W

Bit: 7 6 5 4 3 2 1 0
\ COLDC7 \ COLDC6 \ COLDC5 \ COLDC4 \ coLDC3 \ coLDC2 \ coLDC1 \ COLDCO \
Initial value: 0 0 0 0 0 0 0 0

R/W: RW RW RW RW RW RW RW RW

CDCR is a 16-bit counter that indicates the number of collisions that occurred on the line,
counting from apoint 512 hits after the start of data transmission. When the value in this register
reaches H'FFFF (65,535), the count is halted. The counter valueis cleared to 0 by awriteto this
register (the write value isimmaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Caollision Detect Count 15 to 0 (COLDC15 to COLDCO): These hits indicate the
count of collisions from apoint 512 bits after the start of data transmission.
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9.211 Lost Carrier Counter Register (LCCR)

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
\ LCC15 \ LCC14 \ LCC13 \ LCC12 \ LCC11 \ LCC10 \ LCCY \ Lccs \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘ LCC7 ‘ LCC6 ‘ LCC5 ‘ LCC4 ‘ LCC3 ‘ LCC2 ‘ LCC1 ‘ LCCO ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

LCCR is a 16-hit counter that indicates the number of timesthe carrier was lost during data
transmission. When the value in this register reaches H'FFFF (65,535), the count is halted. The
counter valueis cleared to 0 by awrite to thisregister (the write value isimmaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15to O—Lost Carrier Count 15 to 0 (LCC15 to LCCO): These bits indicate the number of
times the carrier was lost during data transmission.
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9.212 Carrier Not Detect Counter Register (CNDCR)

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 - 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
‘CNDClﬂCNDClﬂCNDClﬂCNDClﬁCNDClﬂCNDCHWCNDCQ‘CNDCB‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/IW R/W

Bit: 7 6 5 4 3 2 1 0
‘CNDC?‘CNDC6‘CNDC5‘CNDC4‘CNDC3‘CNDC2‘CNDCl‘CNDCO‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

CNDCR is a 16-hit counter that indicates the number of timesthe carrier could not be detected
while the preamble was being sent. When the value in this register reaches H'FFFF (65,535), the
count is halted. The counter valueis cleared to 0 by awrite to this register (the write valueis
immaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Carrier Not Detect Count 15 to 0 (CNDC15 to CNDCO): These bits indicate the
number of timesthe carrier was not detected.
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9.213 lllegal FrameLength Counter Register (IFLCR)

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
‘IFLClS‘IFLC14‘IFLClS‘IFLClZ‘IFLCll‘IFLClO‘IFLC9 ‘IFLCS
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘IFLC? ‘IFLC6 ‘IFLCS ‘IFLC4 ‘IFLC3 ‘IFLCZ ‘IFLCl ‘IFLCO
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

IFLCR is a 16-bit counter that indicates the number of times transmission of a packet with aframe
length of less than four bytes was attempted during data transmission. When the value in this
register reaches H'FFFF (65,535), the count is halted. The counter valueis cleared to 0 by awrite
to thisregister (the write value is immaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Illegal Frame Length Count 15 to O (IFLC15 to IFLCO): These bitsindicate the
count of illegal frame length transmission attempts.
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9.214 CRC Error Frame Counter Register (CEFCR)

Bitt 31 30 29 . 19 18 17 16
=T —T -7« [=T=T=T-1
Initial value: 0 0 0 - 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
‘CEFClS‘CEFCM‘CEFClS‘CEFClZ‘CEFCll‘CEFClO‘ CEFC9 \ CEFC8 \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/IW R/W

Bit: 7 6 5 4 3 2 1 0
‘ CEFC7 ‘ CEFC6 ‘ CEFC5 ‘ CEFC4 ‘ CEFC3 ‘ CEFC2 ‘ CEFC1 ‘ CEFCO ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

CEFCR isa 16-bit counter that indicates the number of times aframe with a CRC error was
received. When the value in this register reaches H'FFFF (65,535), the count is halted. The counter
valueiscleared to 0 by awrite to this register (the write value is immaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—CRC Error Frame Count 15 to 0 (CEFC15 to CEFCO0): These bits indicate the count
of CRC error frames received.

Note: When the Permit Receive CRC Error Frame bit (PRCEF) is set to 1 in the EtherC Mode
Register (ECMR), CEFCR is not incremented by reception of aframe with a CRC error.

Rev. 2.00, 03/05, page 397 of 884
RENESAS



9.215 FrameReceiveError Counter Register (FRECR )

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
‘FREClS‘FRECl4‘FREClS‘FREClZ‘FRECll‘FREClO‘ FREC9 \ FRECS \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘ FREC7 ‘ FREC6 ‘ FREC5 ‘ FREC4 ‘ FREC3 ‘ FREC2 ‘ FREC1 ‘ FRECO ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

FRECR is a 16-bit counter that indicates the number of frames input from the PHY-LSl for which
areceive error was indicated by the RX-ER pin. FRECR is incremented each time this pin
becomes active. When the value in this register reaches H'FFFF (65,535), the count is halted. The
counter valueis cleared to 0 by awrite to thisregister (the write value isimmaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Frame Receive Error Count 15 to 0 (FREC15 to FRECO): These bits indicate the
count of errors during frame reception.
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9.216 Too-Short Frame Receive Counter Register (TSFRCR)

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 - 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
‘TSFClS‘TSFCl4‘TSFClB‘TSFClZ‘TSFCll‘TSFClO‘TSFC9‘ TSFCS‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/IW R/W

Bit: 7 6 5 4 3 2 1 0
‘TSFC?‘ TSFC6‘ TSFCS‘ TSFC4‘ TSFCS‘ TSFCZ‘ TSFCl‘ TSFCO‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

TSFRCR is a 16-bit counter that indicates the number of frames of fewer than 64 bytes that have
been received. When the value in this register reaches H'FFFF (65,535), the count is halted. The
counter valueis cleared to 0 by awrite to thisregister (the write value isimmaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Too-Short Frame Receive Count 15 to O (TSFC15 to TSFCO0): These bitsindicate
the count of frames received with alength of lessthan 64 bytes.
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9.2.17 Too-Long Frame Receive Counter Register (TLFRCR)

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
‘TLFClS‘TLFC14‘TLFC13‘TLFClZ‘TLFCll‘TLFClO‘ TLFCQ‘ TLFC8
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘TLFC? ‘TLFC6 ‘TLFCS ‘TLFC4 ‘TLFCS‘ TLFC2 ‘TLFCl‘ TLFCO‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

TLFRCR isa 16-bit counter that indicates the number of frames received with a length exceeding
the value specified by the receive frame length register (RFLR). When the value in this register
reaches H'FFFF (65,535), the count is halted. The counter valueis cleared to O by awriteto this
register (the write value isimmaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Too-Long Frame Receive Count 15 to 0 (TLFC15 to TLFCO0): These bitsindicate
the count of frames received with alength exceeding the value in RFLR.

Notes: If the value specified by RFLR is 1518 bytes, TLFRCR isincremented by reception of a
frame with alength of 1519 bytes or more.

TLFRCR is not incremented when aframe containing residual bitsis received. In this
case, the reception of the frameisindicated in the residual-bit frame counter register
(RFCR).
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9.218 Residual-Bit Frame Counter Register (RFCR)

Bitt 31 30 29 . 19 18 17 16
-l =-1-]7 [l =1T=-1T=71="1
Initial value: 0 0 0 - 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
\ RFCls\ RF014\ RFClS‘ RFClz\ RFCll‘ RFClO‘ RFC9 \ RFC8
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/IW R/W

Bit: 7 6 5 4 3 2 1 0
‘ RFC7 ‘ RFC6 ‘ RFC5 ‘ RFC4 ‘ RFC3 ‘ RFC2 ‘ RFC1 ‘ RFCO ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

RFCR is a 16-bit counter that indicates the number of frames received containing residual bits
(less than an 8-bit unit). When the value in this register reaches H'FFFF (65,535), the count is
halted. The counter valueis cleared to O by awrite to this register (the write value isimmaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Residual-Bit Frame Count 15 to 0 (RFC15 to RFCO): These hits indicate the count
of frames received containing residua bits.
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9.219 Multicast AddressFrame Counter Register (MAFCR)

Bitt 31 30 29 . 19 18 17 16
-1 =17 =] -1 -1T-=-1T=1
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
‘MAFClS‘MAFC14‘MAFC13‘MAFC12‘MAFCll‘MAFClO‘ MAFC9 \ MAFCS8 \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘ MAFC7 ‘ MAFC6 ‘ MAFC5 ‘ MAFC4 ‘ MAFC3 ‘ MAFC2 ‘ MAFC1 ‘ MAFCO ‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

MAFCR is a 16-bit counter that indicates the number of frames received with a multicast address
specified. When the value in this register reaches H'FFFF (65,535), the count is halted. The
counter valueis cleared to 0 by awrite to thisregister (the write value isimmaterial).

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 to 0—Multicast Address Frame Count 15 to 0 (MAFC15 to MAFCO): These bitsindicate
the count of multicast frames received.
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9.3 Operation

When atransmit command is issued from the transmit E-DMAC, the EtherC starts transmission in
accordance with a predetermined transmission procedure. When the specified number of words
have been transferred, transmission of one frame is terminated.

When an own-address frame (including a broadcast frame) is received, the EtherC transfers the
frame to the receive E-DMAC while carrying out format checks. At the end of frame reception the
EtherC carries out a CRC check, completing reception of one frame.

Notes. 1. Inactual EtherC operation, frame transmission and reception is performed
continuously in combination with the E-DMACs. For details of continuous operation,
see the description of E-DMAC operation.

2. Thereceive datatransferred to memory by the receive data E-DMAC does not include
CRC data.

931 Transmission
The main transmit functions of the EtherC are as follows:

» Frame generation and transmission: Monitors the line status, then adds the preamble, SFD, and
CRC to the data to be transmitted, and sends it to the Ml
e CRC generation: Generates the CRC for the data field, and adds it to the transmit frame

» Transmission retry: when a collision is detected in the collision window (during the
transmission of the 512-bit data that includes the preamble and SFD from the start of
transmission), transmission is retried up to 15 times based on the back-off algorithm

The state transitions of the EtherC transmitter are shown in figure 9.2.
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Start of transmission

TE set
(preamble transmission)

Carrier  carrier
HDPX detection  non_detection

Transmission
halted

Retrans-

TE reset
FDPX

Carrier
detection

Reset

Carrier
detection

Carrier
non-detection

Carrier
detection

Retransmission
processing’!

Failure of 15
retransmission
attempts

or

collision after
512-bit time

transmission

Collision™?

Data
transmission

Error
detection

Error
notification

CRC
transmission

Normal transmission

Notes: 1. Transmission retry processing includes both jam transmission that depends on collision detection and the

adjustment of transmission intervals based on the back-off algorithm.
2. Transmission is retried only when data of 512 bits or less (including the preamble and SFD) is transmitted.
When a collision is detected during the transmission of data greater than 512 bits, only jam is transmitted and

transmission based on the back-off algorithm is not retried.

Figure 9.2 EtherC Transmitter State Transitions

1. When the transmit enable (TE) bit is set, the transmitter enters the transmit idle state.
2. When atransmit request is issued by the transmit E-DMAC, the EtherC sends the preamble
after atransmission delay equivalent to the frameinterval time.

Note: If full-duplex transfer is selected, which does not require carrier detection, the preamble is
sent as soon as a transmit request isissued by the transmit E-DMAC.

3. Thetransmitter sends the SFD, data, and CRC sequentially. At the end of transmission, the
transmit E-DMAC generates atransmission complete interrupt (TC).

If acollision or the carrier-not-detected state occurs during data transmission, these are
reported as interrupt sources.

Note:
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4. After waiting for the frame interval time (9.6 s for 10Base or 0.96 ps for 100Base), the
transmitter entersthe idle state, and if there is more transmit data, continues transmitting.

9.3.2 Reception

The EtherC receiver separates areceived frame into preamble, SFD, data, and CRC, and the fields
from DA (destination address) to the CRC data are transferred to the receive E-DMAC. The main
receive functions of the EtherC are asfollows:

* Receive frame header check: Checks the preamble and SFD, and discards aframe with an
invalid pattern

» Receive frame data check: Checks the data length in the header, and reports an error status if
the data length is less than 64 bytes or greater than the specified number of bytes

» Receive CRC check: Performs a CRC check on the frame data field, and reports an error status
in the case of an abnormality

« Line status monitoring: Reports an error status if an illegal carrier is detected by means of the
fault detection signal fromthe PHY-LS|

» Magic Packet monitoring: Detects a Magic Packet from all receive frames

The state transitions of the EtherC receiver are shown in figure 9.3.
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lllegal carrier
detection

Rx-DV negation

\ 4

Wait for SFD
reception

Start of frame
reception

Preamble
detection

RE set

SFD
reception

Reception
halted RE reset Promiscuous and other station S
destination address Destination

< address
reception

Own destination

address

or broadcast

or multicast
or promiscuous

o

Reset

Receive
error
detection

Error Data
Error detection reception
notification
Receive error
detection

End of
reception

CRC
reception

Normal reception

SFD: Start frame delimiter
Note: The error frame also transmits data to the buffer.

Figure9.3 EtherC Receiver State Transitions

When the receive enable (RE) bit is set, the receiver enters the receive idle state.

When an SFD (start frame delimiter) is detected after areceive packet preamble, the receiver
starts receive processing.

If the destination address matches the receiver’s own address, or if broadcast or multicast
transmission or promiscuous mode is specified, the receiver starts data reception.

Following data reception, the receiver carries out a CRC check. Theresult isindicated as a
status hit in the descriptor after the frame data has been written to memory.

After one frame has been received, if the receive enable bit is set (RE = 1) in the EtherC mode
register, the receiver prepares to receive the next frame.
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9.3.3 MI1 Frame Timing

Figures 9.4 (a) to (f) show thetiming for various kinds of MII frames. The normal timing for
frame transmission is shown in figure 9.4 (a), the timing in the case of a collision during
transmission in figure 9.4 (b), and the timing in the case of an error during transmission in figure
9.4 (c). The normal timing for frame reception is shown in figure 9.4 (d), and thetiming in the
case of errors during transmission in figures 9.4 (e) and ().

e
e R IEr) SR TR G
Mew
. T T T

CoL

Figure9.4(a) MII Frame Transmit Timing (Normal Transmission)

men L/ F b bbb A

T™XD3- | !
TXDO A

Preambie X T A A\
TX-ER

wo T T
COL/\

Figure9.4(b) MII Frame Transmit Timing (Collision)
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Figure9.4(c) MII Frame Transmit Timing (Transmit Error)
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Figure9.4(d) MII Frame Receive Timing (Normal Reception)
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Figure9.4 (f) MII FrameReceive Timing (Receive Error (2))
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9.34 Accessing MII Registers

MII registersinthe PHY-LS are accessed viathe SH7615' s PHY interface register (PIR).
Connection is made as a serial interface in accordance with the Ml frame format specified in
|EEE802.3u.

M1l Management Frame Format: Theformat of an Ml management frameis shown in figure
9.5. To access an Ml register, a management frame is implemented by the program in accordance
with the procedures shown in M1l Register Access Procedure.

Access Type MII Management Frame
Item PRE ST OoP PHYAD | REGAD TA DATA IDLE
Number of bits 32 2 2 5 5 2 16
Read 1.1 01 10 00001 | RRRRR Z0 D..D
Write 1.1 01 01 00001 | RRRRR 10 D..D X
PRE: 32 consecutive 1s
ST: Write of 01 indicating start of frame
OP: Write of code indicating access type
PHYAD: Write of 0001 if the PHY-LSI address is 1 (sequential write starting with the MSB).
This bit changes depending on the PHY-LSI address.
REGAD: Write of 0001 if the register address is 1 (sequential write starting with the MSB).
This bit changes depending on the PHY-LSI register address.
TA: Time for switching data transmission source on MIl interface
(a) Write: 10 written
(b) Read: Bus release (notation: Z0) performed
DATA: 16-bit data. Sequential write or read from MSB
(a) Write: 16-bit data write
(b) Read: 16-bit data read
IDLE: Wait time until next MIl management format input

(@) Write: Independent bus release (notation: X) performed
(b) Read: Bus already released in TA; control unnecessary

Figure9.5 MII Management Frame Format

MI1 Register Access Procedure: The program accesses M| registers viathe PHY interface
register (PIR). Access isimplemented by a combination of 1-bit-unit datawrite, 1-bit-unit data
read, bus release, and independent bus release. Examples 1 through 4 below show the register
access timing. Thetiming will differ depending onthe PHY-LS| type.

1. The MII register write procedure is shown in figure 9.6 (a).
2. Thebus release procedureis shown in figure 9.6 (b).
3. The Ml register read procedure is shown in figure 9.6 ().
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4. The independent bus release procedure is shown in figure 9.6 (d).

(1) Write to PHY interface
register

MMD = 1 MDC
MDO = write data ><

MDC =0 MDO

(2) Write to PHY interface
register 1) @) (3)
MMD =1
MDO = write data
MDC =1

1-bit data write timing
relationship

(3) Write to PHY interface
register

MMD =1

MDO = write data
MDC =0

Figure9.6 (a) 1-Bit Data Write Flowchart

(1) Write to PHY interface
register

MMD = 0 MDC
MDC = 0 —
MDO

(2) Write to PHY interface
register

MMD =0
MDC =1

1 @ ®)

Bus release timing
relationship

(3) Write to PHY interface
register

MMD =0
MDC =0

Figure9.6 (b) BusRelease Flowchart (TA in Read in Figure 9.5)
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interface register read

MMD =0
MMC =1 1) @ @3

MDI is read data

1-bit data read timing
relationship

(3) Write to PHY interface
register

MMD =0
MDC =0

Figure9.6 (c) 1-Bit Data Read Flowchart

(1) Write to PHY interface
register
MMD =0 MDC
MDC =0
MDO

@

Independent bus release
timing relationship

Figure 9.6 (d) Independent Bus Release Flowchart (IDLE in Writein Figure 9.5)
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9.35 Magic Packet Detection

The EtherC has a Magic Packet detection function. This function provides a Wake-On-LAN
(WOL) facility that activates various peripheral devices connected to a LAN from the host device
or other source. This makes it possible to construct a system in which a peripheral device receives
aMagic Packet sent from the host device or other source, and activates itself. Further information
on Magic Packets can be found in the technical documentation published by AMD Corporation.

The procedure for using the WOL function with the SH7615 is asfollows.

1
2
3.

Disable interrupt source output by means of the various interrupt enable/mask registers.

Set the Magic Packet detection enable bit (MPDE) in the EtherC mode register (ECMR).

Set the Magic Packet detection interrupt enable bit (MPDIP) in the EtherC interrupt enable
register (ECSIPR) to the enable setting.

If necessary, set the CPU operating mode to sleep mode or set supporting functions to module
standby mode.

When aMagic Packet is detected, an interrupt is sent to the CPU. The WOL pin notifies
peripheral LSIsthat the Magic Packet has been detected.

Notes: 1. When the Magic Packet is detected, datais stored in the receive FIFO by the broadcast

packet that has received data previously and the EtherC is notified of the receiving
status. To return to normal operation from the interrupt processing, initialize the
EtherC and E-DMAC by using the software reset bit (SWR) in the E-DMAC mode
register (EDMR).

2. With aMagic Packet, reception is performed regardless of the destination address. Asa
result, this function is valid, and the WOL pin enabled, only in the case of a match with
the destination address specified by the format in the Magic Packet.
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9.3.6 CPU Operating Mode and Ethernet Controller Operation

The SH7615 enables a low-power-consumption system to be constructed by selecting or
combining three functions. a module standby function that halts the operation of unnecessary on-
chip modules, a sleep mode that halts CPU functions, and a standby function that halts all the
chip’s functions. Details of each operating mode are given in section 20, Power-Down State. Here,
features and points for attention when these functions are used in combination with the Ethernet
controller are described.

Sleep M ode: In sleep mode, the operation of the CPU and DSP is halted. The EtherC, on-chip
supporting functions, and external pins continue to operate. Recovery from sleep mode can be
carried out by means of an interrupt from the EtherC or a supporting module, or areset. In order to
control external pins and the WOL pin by means of Magic Packet reception, the relevant pins must
be set beforehand.

Note: In order to specify recovery by means of a magic packet, supporting function interrupt
sources should be masked before sleep mode is entered. See section 9.3.5, Magic Packet
Detection, for the setting procedure.

Standby M ode: In standby mode, the on-chip oscillation circuit is halted. Consequently, the clock
is not supplied to the EtherC, and interrupts from the EtherC and other supporting modules cannot
be reported. It istherefore not possible to restore normal operation by these means, and so the
WOL function cannot be used.

Notes. This mode can be selected to halt all functions including the EtherC. However, an NMI
interrupt, power-on reset, or manual reset is necessary in order to restore normal operation.

When the SH7615 has been placed in standby mode, the CPU, DSP, and bus state
controller are among the functions halted. When DRAM is connected, refreshing is also
halted, and therefore initialization of memory, etc., is necessary after recovery, in the same
way asin areset.

M odule Standby M ode: Module standby mode alows individual supporting modulesto be run or
halted. However, due to the nature of its function, the operation of the EtherC cannot be stopped.
During normal operation, module standby mode can be used to halt unnecessary supporting
functions. The CPU and DSP continue to operate in this mode.
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94 Connection toPHY-LSI

Figure 9.7 shows example of connectionto an PHY-LSI AM79C873 (Advanced Micro Devices,
Inc). Figure 9.8 shows example of connection to a DP83843 (National Semiconductor

Corporation).

MIl (Media independent interface)

SH7615 AM79C873
TX-ER - TXER
ETXD3 = ETXD3
ETXD2 B ETXD2
ETXD1 = ETXD1
ETXDO > ETXDO
TX-EN = TXEN
TX-CLK |-t TXCLK

MDC = MDC
MDIO |- = MDIO
ERXD3 |- ERXD3
ERXD2 |- ERXD2
ERXD1 |- ERXD1
ERXDO |- ERXDO
RX-CLK |- RXCLK
CRS = CRS
COL [ COL
RX-DV = RXDV
RX-ER [ RXER
Figure9.7 Example of Connection to AM79C873
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MIl (Media independent interface)

SH7615 DP83843
TX-ER = TX_ER
ETXD3 > TXD3
ETXD2 = TXD2
ETXD1 = TXD1
ETXDO & TXDO
TX-EN = TX_EN
TX-CLK TX_CLK

MDC » MDC
MDIO (4———————®» MDIO
ERXD3 RXD3
ERXD2 RXD2
ERXD1 RXD1
ERXDO RXDO
RX-CLK RX_CLK
CRS CRS
COL COL
RX-DV RX_DV
RX-ER RX_ER

Figure 9.8 Example of Connection to DP83843

RENESAS
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9.5 Usage Notes
Note that the SH7615 does not conform to the |EEE802.3 standard regarding the following case.

Phenomenon: According to the IEEE802.3 standard, if a collision occurs during preamble
transmission, the SH7615 must transmit the preamble (7 bytes), SFD (1 byte), and JAM (4 bytes)
before it terminates the transmission. However, the SH7615 stops transmitting the preamble on the
way as soon as a collision occurs, transmits 4-byte JAM or 1-byte SFD + 3-byte JAM, terminates
the transmission, and enters the retransmission wait state.

IEEE802.3 operation
Collision

v
—< Preamble (7 bytes) X SFD (1 byte) XJAM (4 bytes))—

SH7615 operation
Collision

v
-
JAM (4 bytes) or

Preamble SFD (1 byte) + JAM (3 bytes)
(7 bytes or less)

Influence on System: The other transmitting station in the collision cannot detect the collision,
and may mistake its datato be transmitted successfully on the MAC layer. In this case, the upper
layer (such as TCP/IP) generally recoversthe error by re-transmission to complete the correct data
transmission, though the efficiency of transmission may be degraded.
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Section 10 Ethernet Controller Direct Memory Access
Controller (E-DMAC)

10.1 Overview

The SH7615 has an on-chip two-channel direct memory access controller (E-DMAC) directly
connected to the Ethernet controller (EtherC). A large proportion of buffer management is
controlled by the E-DMAC itself using descriptors. This lightens the load on the CPU and enables
efficient data transfer control to be achieved.

10.1.1 Features

The E-DMAC has the following features:

» Theload on the CPU is reduced by means of a descriptor management system

« Transmit/receive frame status information is indicated in descriptors

» Achieves efficient system bus utilization through the use of block transfer (16-byte units)
»  Supports single-frame/multi-buffer operation

Note: The E-DMAC cannot handle transfers to on-chip RAM and supporting modules.
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10.1.2  Configuration

Figure 10.1 shows the configuration of the E-DMAC, and the descriptors and transmit/receive
buffersin memory.

SH7615
A Tx FIFO

Descriptor
information

>

Transmit DMAC

Internal
bus

interface EtherC

Rx FIFO

Descriptor
information

-

Receive DMAC

External bus interface
Transmit Transmit Receive Receive
descriptors buffer descriptors buffer

!
ey
/]

V Memory

Figure10.1 Configuration of E-DMAC, and Descriptorsand Buffers
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10.1.3 Descriptor Management System

The E-DMAC manages the transmit/receive buffers by means of corresponding transmit/receive
descriptor lists.

Transmission: Thetransmit E-DMAC fetches a transmit buffer address from the top of the
transmit descriptor list, and transfers the transmit data in the buffer to the transmit FIFO. If a
transmit directive follows in the descriptor, the E-DMAC reads the next descriptor and transfers
the data in the corresponding buffer to the transmit FIFO. In thisway, continuous data
transmission can be carried out.

Reception: For each start of areceive DMA transfer, the receive E-DMAC fetches areceive
buffer address from the top of the receive descriptor list. When receive datais stored in the receive
FIFO, the E-DMAC transfers this data to the receive buffer. When reception of one frameis
finished, the E-DMAC performs areceive status write and fetches the receive buffer address from
the next descriptor. By repeating this sequence, consecutive frames can be received.

10.1.4 Register Configuration
The E-DMAC has the seventeen 32-bit registers shown in table 10.1.

Notes: 1. All registers must be accessed as 32-bit units.
2. Reserved bitsin aregister should only be written with 0.
3. Thevalueread from areserved bit is not guaranteed.
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Table10.1 E-DMAC Registers

Abbre-
Name viation R/W Initial Value  Address
E-DMAC mode register EDMR R/W H'00000000 H'FFFFFDOO
E-DMAC transmit request register EDTRR R/W H'00000000 H'FFFFFDO4
E-DMAC receive request register EDRRR R/W H'00000000 H'FFFFFDO8
Transmit descriptor list address register TDLAR R/W H'00000000 H'FFFFFDOC
Receive descriptor list address register RDLAR R/W H'00000000 H'FFFFFD10
EtherC/E-DMAC status register EESR RW*!  H00000000 H'FFFFFD14
EtherC/E-DMAC status interrupt EESIPR R/W H'00000000 H'FFFFFD18
permission register
Transmit/receive status copy enable TRSCER R/W H'00000000 H'FFFFFD1C
register
Receive missed-frame counter register RMFCR R/W*?  H'00000000 H'FFFFFD20
Transmit FIFO threshold register TFTR R/W H'00000000 H'FFFFFD24
FIFO depth register FDR R/W H'00000000 H'FFFFFD28
Receiver control register RCR R/W H'00000000 H'FFFFFD2C
E-DMAC operation control register EDOCR R/W H'00000000 H'FFFFFD30
Receive buffer write address register RBWAR R H'00000000 H'FFFFFD40
Receive descriptor fetch address register ~ RDFAR R H'00000000 H'FFFFFD44
Transmit buffer read address register TBRAR R H'00000000 H'FFFFFD4C
Transmit descriptor fetch address register TDFAR R H'00000000 H'FFFFFD50

Notes: 1. Individual bits are cleared by writing 1.
2. Cleared by reading the register.
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10.2 Register Descriptions

102.1 E-DMAC Mode Register (EDMR)

The E-DMAC mode register specifies the operating mode of the E-DMAC. The settingsin this
register are normally made in the initialization process following a reset.

Note: Operating mode settings must not be changed while the transmitter and receiver are
enabled. To change the operating mode, first return the EtherC and E-DMAC modules to
their initial state by means of the software reset bit (SWR) in this register, then make new

settings.
Bit: 31 30 29 11 10 9 8
-l -1 - -l =-1-1-
Initial value: 0 0 0 - 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
\ — \ — \ DL1 \ DLO \ — \ — \ — \ SWR \
Initial value: 0 0 0 0 0 0 0 0
R/W: R R R/W R/W R R R R/W

Bits 31 to 6—Reserved: These hits are aways read as 0. The write value should always be 0.

Bits 5 and 4—Descriptor Length 1, 0 (DL1, DLO): These hits specify the descriptor length.

Bit 5: Bit 4:

DL1 DLO Description

0 0 16 bytes (Initial value)
1 32 bytes

1 0 64 bytes
1 Reserved (setting prohibited)

Bits 3 to 1—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 0—Software Reset (SWR): The EtherC and E-DMAC can be initialized by software. These
bits should only be written with 0.
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Bit 0: SWR Description

0 EtherC and E-DMAC reset is cleared (Initial value)
1 EtherC and E-DMAC are reset

Notes: 1. If the EtherC and E-DMAC are initialized by means of this register during data

transmission, etc., abnormal data may be sent onto the line.
2. The EtherC and E-DMAC are initialized in 16 internal clocks. Therefore, before
accessing registers in the EtherC and E-DMAC, 16 internal clocks must be waited for.
3. The E-DMAC’s TDLAR, RDLAR, and RMFCRL registers are not initialized. All other
EtherC and E-DMAC registers are initialized.

10.2.2 E-DMAC Transmit Request Register (EDTRR)

The E-DMAC transmit request register issues transmit directives to the E-DMAC.

Bit: 31 30 29 11 10 9 8
N T T -1 ]

Initial value: 0 0 0 - 0 0 0 0
R/W: R R R R R R R

Bit: 7 6 5 4 3 2 1 0
[T =T -T-T=-T=-T1-Tmw®]

Initial value: 0 0 0 0 0 0 0 0
R/W: R R R R R R R R/W

Bits 31 to 1—Reserved: These hits are aways read as 0. The write value should always be 0.

Bit 0—Transmit Request (TR): When 1 iswritten to this bit, the E-DMAC reads a descriptor, and
in the case of an active descriptor, transfers the data in the transmit buffer to the EtherC.

Bit 0: TR Description

0 Transmission-halted state. Writing O does not stop transmission. Termination of
transmission is controlled by the active bit in the transmit descriptor

1 Start of transmission. The relevant descriptor is read and a frame is sent with

the transmit active bit setto 1

Note: When transmission of one frame is completed, the next descriptor is read. If the transmit
descriptor active bit in this descriptor has the “active” setting, transmission is continued. If
the transmit descriptor active bit has the “inactive” setting, the TR bit is cleared and
operation of the transmit DMAC is halted.

For details on writing to the register, see section 10.4, Usage Notes.
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10.2.3 E-DMAC Receive Request Register (EDRRR)

The E-DMAC receive request register issues receive directives to the E-DMAC.

Bit: 31 30 29 11 10 9 8
- =1 - - -1-1-
Initial value: 0 0 0 0 0 0 0
R/W:

Bit: 7 6 5 4 3 2 1 0
— — — — — — — \ RR \

Initial value: 0 0 0 0 0 0 0 0
R/W: R R/W

Bits 31 to 1—Reserved: These hits are dways read as 0. The write value should always be 0.

Bit 0—Receive Request (RR): When 1 is written to this bit, the E-DMAC reads a descriptor, and
then transfers receive data to the buffer in response to receive requests from the EtherC.

Bit 0: RR Description
0 After frame reception is completed, the receiver is disabled
1 A receive descriptor is read, and transfer is enabled

Notes: In order to receive a frame in response to a receive request, the receive descriptor active

bit in the receive descriptor must be set to “active” beforehand.

1. When the receive request bit is set, the E-DMAC reads the relevant receive descriptor.
If the receive descriptor active bit in the descriptor has the “active” setting, the E-DMAC
prepares for a receive request from the EtherC.
When one receive buffer of data has been received, the E-DMAC reads the next
descriptor and prepares to receive the next frame. If the receive descriptor active bit in
the descriptor has the “inactive” setting, the RR bit is cleared and operation of the

2.

receive DMAC is halted.

For details on writing to the register, see section 10.4, Usage Notes.

RENESAS
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10.24  Transmit Descriptor List Address Register (TDLAR)

TDLAR specifies the start address of the transmit descriptor list. Descriptors have a boundary
configuration in accordance with the descriptor length indicated by the DL bitin EDMR.

Bitt 31 30 29 28 27 26 25 24
‘TDLA31‘TDLA30‘TDLA29‘TDLA28‘TDLA27‘TDLA26‘TDLAZS‘TDLA24‘
Initial value: 0 0 0 0 0 0 0 0

R/W: RW R/W RW R/W R/W R/W R/IW R/W

Bit: 23 22 21 20 19 18 17 16
‘TDLAZS‘TDLAZZ‘TDLAZl‘TDLAZO‘TDLA19‘TDLAlS‘TDLAl?‘TDLAlG‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

Bitt 15 14 13 12 11 10 9 8
‘TDLAlS‘TDLA14‘TDLA13‘TDLA12‘TDLAll‘TDLAlO‘TDLA9‘ TDLAS‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/IW R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘TDLA?‘ TDLA6‘ TDLAS‘ TDLA4‘ TDLA3‘ TDLAZ‘ TDLAl‘ TDLAO‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 31 to 0—Transmit Descriptor Start Address 31to O (TDLA31 to TDLAO): These bits should
only be written with O.

Notes: The lower bits are set as follows according to the specified descriptor length.
16-byte boundary: TDLA[3:0] = 0000
32-byte boundary: TDLA[4:0] = 00000
64-byte boundary: TDLA[5:0] = 000000

Thisregister must not be written to during transmission. Modifications to this register
should only be made while transmission is disabled.
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10.25 Receive Descriptor List Address Register (RDLAR)

RDLAR specifies the start address of the receive descriptor list. Descriptors have a boundary
configuration in accordance with the descriptor length indicated by the DL bitin EDMR.

Bitt 31 30 29 28 27 26 25 24
‘RDLASl‘RDLASO‘RDLA29‘RDLA28‘RDLA27‘RDLA26‘RDLA25‘RDLA24‘
Initial value: 0 0 0 0 0 0 0 0

R/W: RW R/W RW R/W R/IW R/W R/IW R/W

Bit: 23 22 21 20 19 18 17 16
‘RDLAZS‘RDLAZZ‘RDLAZl‘RDLAZO‘RDLAlQ‘RDLA18‘RDLA17‘RDLA16‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/IW R/W

Bitt 15 14 13 12 11 10 9 8
‘RDLAlS‘RDLA14‘RDLAlS‘RDLA12‘RDLAll‘RDLAlO‘RDLAQ‘ RDLAS‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bit: 7 6 5 4 3 2 1 0
‘ RDLA7‘ RDLA6‘ RDLAS‘ RDLA4‘ RDLA3‘ RDLAZ‘ RDLAl‘ RDLAO‘
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 31 to 0—Receive Descriptor Start Address 31to 0 (RDLA31 to RDLAO)

Notes: The lower bits are set as follows according to the specified descriptor length.
16-byte boundary: RDLA[3:0] = 0000
32-byte boundary: RDLA[4:0] = 00000
64-byte boundary: RDLA[5:0] = 000000

M odifications made to this register during reception are invalid. This register should only
be modified while reception is disabled.
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10.2.6 EtherC/E-DMAC Status Register (EESR)

EESR shows communication status information for both the E-DMAC and the EtherC. The
information in this register is reported in the form of interrupt sources. Individual bits are cleared
by writing 1 to them. Each bit can also be masked by means of the corresponding bit in the
EtherC/E-DMAC status interrupt permission register.

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

Bit:

Initial value:
R/W:

31 30 29 28 27 26 25 24
— — — — — \ TABT \ RABT ‘RFCOF‘
0 0 0 0 0 0 0 0
RW  RW  RW
23 22 21 20 19 18 17 16
\ — \ ECI \ TC TDE \ TFUF \ FR \ RDE \ RFOF \
0 0 0 0 0 0 0 0
R RW  RMW RW RW  RW  RW
15 14 13 12 11 10 9 8
\ — \ — \ — ITF \ CND \ DLC \ cD \ TRO \
0 0 0 0 0 0 0 0
R RIW RW RW RW  RW
7 6 5 4 3 2 1 0
‘ RMAF ‘ — ‘ — RRF ‘ RTLF ‘ RTSF ‘ PRE ‘ CERF ‘
0 0 0 0 0 0 0 0
RIW RIW RW RW RW  RW

Bits 31 to 27—Reserved: These bits are always read as 0. The write value should aways read as 0.
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Bit 26— Transmit abort detection (TABT): Indicates whether or not a transmit abort was detected.

Bit 26: TABT Description

0 Transmit abort not detected (Initial value)

1 Transmit abort detected

This bit will be set when any one or more of the following bits are set.

EESR bit 12: Illegal Transmit Frame (ITF)
EESR bit 11: Carrier Not Detected (CND)
EESR bit 10: Detect Loss of Carrier (DLC)
EESR hit 9: Delayed Collision Detect (CD)

Bit 25— Receive abort detected (RABT): Indicates whether or not areceive abort was detected.

Bit 25: RABT Description

0 Receive abort not detected (Initial value)

1 Receive abort detected

Thisbit will be set when any one or more of the following bits are set.

EESR hit 4: Receive Residual-Bit Frame (RRF)
EESR hit 3: Receive Too-Long Frame (RTLF)
EESR bit 2: Receive Too-Short Frame (RTSF)
EESR bit 1: PHY-LSI Receive Error (PRE)

EESR bit 0: CRC Error on Received Frame (CERF)
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Bit 24—Receive Frame Counter Overflow (RFCOF): Indicates that the receive FIFO frame
counter has overflowed.

Bit 24: RFCOF Description

0 Receive frame counter has not overflowed (Initial value)

1 Receive frame counter overflow (interrupt source)

Note: The receive FIFO in the E-DMAC can hold up to eight frames. If a ninth frame is received
when there are already eight frames in the receive FIFO, the receive frame counter
overflows and the ninth frame is discarded. Discarded frames are counted by the missed-
frame counter register. The eight frames in the receive FIFO are retained, and are
transferred to memory when DMA transfer becomes possible. When the frame counter
value falls below 8, another frame is received.

Bit 23—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 22—EtherC States Register Interrupt (ECI): Indicates that an interrupt due to an EtherC status
register (ECSR) source has been detected.

Bit 22: ECI Description
0 EtherC status interrupt source not detected (Initial value)
1 EtherC status interrupt source detected (interrupt source)

Note: EESR is a read-only register. When this register is cleared by a source in ECSR in the
EtherC, this bit is also cleared.

Bit 21—Frame Transmit Complete (TC): Indicates that all the data specified by the transmit
descriptor has been transmitted to the EtherC. The transfer status is written back to the relevant
descriptor. When 1-frame transmission is completed for 1-frame/1-buffer processing, or when the
last datain the frame is transmitted and the transmission descriptor valid bit (TACT) in the next
descriptor is not set for multiple-frame buffer processing, transmission is completed and this bit is
set to 1. After frame transmission, the E-DMAC writes the transmission status back to the
descriptor.

Bit 21: TC Description
0 Transfer not complete, or no transfer directive (Initial value)
1 Transfer complete (interrupt source)

Note: As data is sent onto the line by the PHY-LSI from the EtherC via the MII, the actual
transmission completion time is longer.
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Bit 20—Transmit Descriptor Exhausted (TDE): Indicates that the transmission descriptor valid bit
(TACT) inthe descriptor is not set when the E-DMAC reads the transmission descriptor when the
previous descriptor is not the last one of the frame for multiple- buffer frame processing. Asa
result, an incomplete frame may be transmitted.

Bit 20: TDE Description
0 “1” transmit descriptor active bit (TACT) detected (Initial value)
1 “0” transmit descriptor active bit (TACT) detected (interrupt source)

Note: When transmission descriptor empty (TDE = 1) occurs, execute a software reset and initiate
transmission. In this case, the address that is stored in the transmit descriptor list address
register (TDLAR) is transmitted first.

Bit 19—Transmit FIFO Underflow (TFUF): Indicates that underflow has occurred in the transmit
FIFO during frame transmission. Incomplete data is sent onto the line.

Bit 19: TFUF Description
0 Underflow has not occurred (Initial value)
1 Underflow has occurred (interrupt source)

Note: Whether E-DMAC operation continues or halts after underflow is controlled by the E-DMAC
operation control register (EDOCR).

Bit 18—Frame Received (FR): Indicates that aframe has been received and the receive descriptor
has been updated. This bit is set to 1 each time aframe isreceived.

Note: The actua receive frame status is indicated in the receive status field in the descriptor.

Bit 18: FR Description
0 Frame not received (Initial value)
1 Frame received (interrupt source)

Bit 17—Receive Descriptor Exhausted (RDE): This bit is set if the receive descriptor active bit
(RACT) setting is “inactive” (RACT = 0) when the E-DMAC reads areceive descriptor.

Bit 17: RDE Description
0 “1” receive descriptor active bit (RACT) detected (Initial value)
1 “0” receive descriptor active bit (RACT) detected (interrupt source)

Note: When receive descriptor empty (RDE = 1) occurs, receiving can be restarted by setting
RACT =1 in the receive descriptor and initiating receiving.
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Bit 16—Receive FIFO Overflow (RFOF): Indicates that the receive FIFO has overflowed during
frame reception.

Bit 16: RFOF Description

0 Overflow has not occurred (Initial value)

1 Overflow has occurred (interrupt source)

Notes: 1. If there are a number of receive frames in the receive FIFO, they will not be sent to
memory correctly. The status of the frame that caused the overflow is written back to
the receive descriptor.

2. Whether E-DMAC operation continues or halts after overflow is controlled by the E-
DMAC operation control register (EDOCR).

Bits 15 to 13—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 12—Illegal Transmit Frame (ITF): Indicates that the transmit frame length specification isless
than four bytes.

Bit 12: ITF Description
0 Normal transmit frame length (Initial value)
1 lllegal transmit frame length (interrupt source)

Bit 11—Carrier Not Detect (CND): Indicates the carrier detection status.

Bit 11: CND Description
0 A carrier is detected when transmission starts (Initial value)
1 Carrier not detected (interrupt source)

Bit 10—Detect Loss of Carrier (DLC): Indicates that loss of the carrier has been detected during
frame transmission.

Bit 10: DLC Description
0 Loss of carrier not detected (Initial value)
1 Loss of carrier detected (interrupt source)

Bit 9—Delayed Collision Detect (CD): Indicates that a delayed collision has been detected during
frame transmission.

Bit 9: CD Description
0 Delayed Collision not detected (Initial value)
1 Delayed Collision detected (interrupt source)
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Bit 8—Transmit Retry Over (TRO): Indicates that a retry-over condition has occurred during
frame transmission. Total 16 transmission retries including 15 retries based on the back-off
algorithm are failed after the EtherC transmission starts.

Bit 8: TRO Description
0 Transmit retry-over condition not detected (Initial value)
1 Transmit retry-over condition detected (interrupt source)

Bit 7—Receive Multicast Address Frame (RMAF): Indicates that a multicast address frame has
been received.

Bit 7. RMAF Description
0 Multicast address frame has not been received (Initial value)
1 Multicast address frame has been received (interrupt source)

Bits 6 and 5—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 4—Receive Residual-Bit Frame (RRF): Indicatesthat a residual-bit frame has been received.

Bit 4. RRF Description
0 Residual-bit frame has not been received (Initial value)
1 Residual-bit frame has been received (interrupt source)

Bit 3—Receive Too-Long Frame (RTLF): Indicates that aframe of 1519 bytes or longer has been
received.

Bit 3: RTLF Description
0 Too-long frame has not been received (Initial value)
1 Too-long frame has been received (interrupt source)

Bit 2—Receive Too-Short Frame (RTSF): Indicates that a frame of fewer than 64 bytes has been
received.

Bit 2: RTSF Description
0 Too-short frame has not been received (Initial value)
1 Too-short frame has been received (interrupt source)
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Bit 1—PHY-LSI Receive Error (PRE): Indicates an error notification from the M1l (PHY-LSI)

Bit 1. PRE Description
0 PHY-LSI receive error not detected (Initial value)
1 PHY-LSI receive error detected (interrupt source)

Bit 0—CRC Error on Received Frame (CERF): Indicates that a CRC error has been detected in
the received frame.

Bit 0: CERF Description
0 CRC error not detected (Initial value)
1 CRC error detected (interrupt source)

10.2.7 EtherC/E-DMAC Status|nterrupt Permission Register (EESIPR)

EESIPR enables interrupts corresponding to individual bits in the EtherC/E-DMAC status register.
An interrupt is enabled by writing 1 to the corresponding bit. In theinitia state, interrupts are not
enabled.

Bitt 31 30 29 28 27 26 25 24
B B B B =
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R RIW
Bitt 23 22 21 20 19 18 17 16
\ — \ ECIIP \ TCIP ‘TDEIP ‘TFUFIP‘ FRIP ‘RDEIP ‘RFOFIP‘
Initial value: 0 0 0 0 0 0 0 0
RW: R RIW RIW RIW RIW RIW RIW RIW
Bitt 15 14 13 12 11 10 9 8
\ — \ — \ — \ ITFIP \ CNDIP \ DLCIP \ CDIP \ TROIP \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R RIW RIW RIW RIW RIW
Bit: 7 6 5 4 3 2 1 0
‘RMAFIP‘ — \ — \ RRFIP ‘RTLFIP \ RTSFIP‘ PREIP ‘CERFIP‘
Initial value: 0 0 0 0 0 0 0 0
RIW: RMW R R RIW RIW RIW RIW RIW
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Bits 31 to 25—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 24—Receive Frame Counter Overflow Interrupt Permission (RFCOFIP): Enables the receive
frame counter overflow interrupt.

Bit 24: RFCOFIP Description

0 Receive frame counter overflow interrupt is disabled (Initial value)

1 Receive frame counter overflow interrupt is enabled

Bit 23—Reserved: Thisbit is always read as 0. The write value should aways be 0.

Bit 22—FEtherC Status Register Interrupt Permission (ECIP): Enables interrupts due to EtherC
status register sources.

Bit 22: ECIP Description
0 EtherC status interrupts are disabled (Initial value)
1 EtherC status interrupts are enabled

Bit 21—Frame Transmit Complete Interrupt Permission (TCIP): Enables the frame transmit
complete interrupt.

Bit 21: TCIP Description
0 Frame transmit complete interrupt is disabled (Initial value)
1 Frame transmit complete interrupt is enabled

Bit 20—Transmit Descriptor Exhausted Interrupt Permission (TDEIP): Enables the transmit
descriptor exhausted interrupt.

Bit 20: TDEIP Description

0 Transmit descriptor exhausted interrupt is disabled (Initial value)

1 Transmit descriptor exhausted interrupt is enabled

Bit 19—Transmit FIFO Underflow Interrupt Permission (TFUFIP): Enables the transmit FIFO
underflow interrupt.

Bit 19: TFUFIP  Description

0 Transmit FIFO underflow interrupt is disabled (Initial value)

1 Transmit FIFO underflow interrupt is enabled
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Bit 18—Frame Received Interrupt Permission (FRIP): Enables the frame received interrupt.

Bit 18: FRIP Description
0 Frame received interrupt is disabled (Initial value)
1 Frame received interrupt is enabled

Bit 17—Receive Descriptor Exhausted I nterrupt Permission (RDEIP): Enables the receive
descriptor exhausted interrupt.

Bit 17: RDEIP Description

0 Receive descriptor exhausted interrupt is disabled (Initial value)

1 Receive descriptor exhausted interrupt is enabled

Bit 16—Receive FIFO Overflow Interrupt Permission (RFOFIP): Enables the receive FIFO
overflow interrupt.

Bit 16: RFOFIP  Description

0 Receive FIFO overflow interrupt is disabled (Initial value)

1 Receive FIFO overflow interrupt is enabled

Bits 15 to 13—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 12—Illegal Transmit Frame Interrupt Permission (ITFIP): Enablestheillegal transmit frame
interrupt.

Bit 12: ITFIP Description
0 lllegal transmit frame interrupt is disabled (Initial value)
1 lllegal transmit frame interrupt is enabled

Bit 11—Carrier Not Detect Interrupt Permission (CNDIP): Enablesthe carrier not detect interrupt.

Bit 11: CNDIP Description

0 Carrier not detect interrupt is disabled (Initial value)

1 Carrier not detect interrupt is enabled
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Bit 10—Detect Loss of Carrier Interrupt Permission (DLCIP): Enables the detect loss of carrier
interrupt.

Bit 10: DLCIP Description

0 Detect loss of carrier interrupt is disabled (Initial value)

1 Detect loss of carrier interrupt is enabled

Bit 9—Caollision Detect Interrupt Permission (CDIP): Enables the collision detect interrupt.

Bit 9: CDIP Description
0 Collision detect interrupt is disabled (Initial value)
1 Collision detect interrupt is enabled

Bit 8—Transmit Retry Over Interrupt Permission (TROIP): Enables the transmit retry over
interrupt.

Bit 8: TROIP Description
0 Transmit retry over interrupt is disabled (Initial value)
1 Transmit retry over interrupt is enabled

Bit 7—Receive Multicast Address Frame Interrupt Permission (RMAFIP): Enables the receive
multicast address frame interrupt.

Bit 7: RMAFIP Description

0 Receive multicast address frame interrupt is disabled (Initial value)

1 Receive multicast address frame interrupt is enabled

Bits 6 and 5—Reserved: These bits are always read as 0. The write value should always be 0.

Bit 4—Receive Residual-Bit Frame Interrupt Permission (RRFIP): Enables the receive residual-bit
frameinterrupt.

Bit 4: RRFIP Description
0 Receive residual-bit frame interrupt is disabled (Initial value)
1 Receive residual-bit frame interrupt is enabled
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Bit 3—Receive Too-Long Frame Interrupt Permission (RTLFIP): Enables the receive too-long
frame interrupt.

Bit 3: RTLFIP Description

0 Receive too-long frame interrupt is disabled (Initial value)

1 Receive too-long frame interrupt is enabled

Bit 2—Receive Too-Short Frame Interrupt Permission (RTSH P): Enables the receive too-short
frame interrupt.

Bit 2: RTSFIP Description

0 Receive too-short frame interrupt is disabled (Initial value)

1 Receive too-short frame interrupt is enabled

Bit 1—PHY-LSI Receive Error Interrupt Permission (PREIP): Enables the PHY-L S| receive error
interrupt.

Bit 1. PREIP Description
0 PHY-LSI receive error interrupt is disabled (Initial value)
1 PHY-LSI receive error interrupt is enabled

Bit 0—CRC Error on Received Frame Interrupt Permission (PREIP): Enables the CRC error on
received frame interrupt.

Bit 0: CERFIP Description

0 CRC error on received frame interrupt is disabled (Initial value)

1 CRC error on received frame interrupt is enabled
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10.28 Transmit/Receve Status Copy Enable Register (TRSCER)

TRSCER specifies whether or not multicast address frame receive status information reported by
bit 7 in the EtherC/E-DMAC status register (EESR) is to be indicated in the corresponding
descriptor. Bit 7 in TRSCER correspondsto bit 7 of EESR. When bit 7 is set to O, the receive
status (bit 7 of EESR) is indicated in the RFE bit of the receive descriptor. When the bit isset to 1,
the occurrence of the corresponding source is not indicated in the descriptor. After the chipis
reset, the bit is cleared to O.

Bit: 31 30 29 - 19 18 17 16
- =1 - - -1-1-
Initial value: 0 0 0 - 0 0 0 0
R/W:
Bit: 15 14 13 12 11 10 9 8
-l1-1-1=-1T-1=-7T-1=1
Initial value: 0 0 0 0 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
mwece — [ — | — [ = | — [ — | —
Initial value: 0 0 0 0 0 0 0 0
R/W: R/W

Bits 31 to 8—Reserved: These hits are aways read as 0. The write value should always be 0.
Bit 7—Multicast Address Frame Receive (RMAF) Bit Copy Enable (RMAFCE)

Bit 7. RMAFCE Description

0 Enables the RMAF bit status to be indicated in the RFS7 bit in the receive
descriptor.
1 Disables occurrence of corresponding source to be indicated in the RFS7 bit in

the receive descriptor.

Bits 6 to 0—Reserved: These bits are always read as 0. The write value should always be 0.
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10.2.9 Receive Missed-Frame Counter Register (RMFCR)

RMFCR is a 16-bit counter that indicates the number of frames missed (discarded, and not
transferred to the receive buffer) during reception. When the receive FIFO overflows, the receive
framesin the FIFO are discarded. The number of frames discarded at thistime are counted. When
the value in this register reaches H'FFFF (65,535), the count is halted. When this register is read,
the counter valueis cleared to 0. Writes to this register have no effect.

Bit: 31 30 29 . 19 18 17 16
-l -17-17 =1 =-71T-=71=1
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bit 15 14 13 12 11 10 9 8
\ MFC15 \ MFC14 \ MFC13 \ MFC12 \ MFC11 \ MFC10 \ MFC9 \ MFC8 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bit: 7 6 5 4 3 2 1 0
\ MFC7 \ MFC6 \ MFC5 \ MFC4 \ MFC3 \ MFC2 \ MFC1 \ MFCO \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
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10.2.10 Transmit FIFO Threshold Register (TFTR)

TFTR specifies the transmit FIFO threshold at which the first transmission is started. The actual

threshold is 4 times the set value. The EtherC starts transmission when the amount of datain the
transmit FIFO exceeds the number of bytes specified by this register, when the transmit FIFO is
full, or when 1-frame write is executed.

Note: When setting thisregister, do so in the transmission-halt state.

Bitt 31 30 29 . 19 18 17 16
-l =-1-]7 [l =1T=-1T=71="1
Initial value: 0 0 0 . 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
\ — \ — \ — \ — \ — ‘TFTlO‘ TFT9 \ TFT8 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R RIW RIW RIW
Bit: 7 6 5 4 3 2 1 0
\ TFT7 \ TFT6 \ TFT5 \ TFT4 \ TFT3 \ TFT2 \ TFT1 \ TFTO \
Initial value: 0 0 0 0 0 0 0 0

R/W: R/W R/W R/W R/W R/W R/W R/W R/W

Bits 31 to 11—Reserved: These bits are always read as 0. The write value should always be 0.
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Bits 10 to 0—Transmit FIFO Threshold 10to O (TFT10to TFTO)

Bits 10 to O:

TFT Description

H'00 Store-and-forward mode (transmission starts when one frame of data is written
or transmit FIFO is full) (Initial value)

H'01 4 bytes

H'02 8 bytes

H'1F 124 bytes

H'20 128 bytes

H'3F 252 bytes

H'40 256 bytes

H'7F 508 bytes

H'80 512 bytes

Note: When setting a transmit FIFO threshold of 256 bytes or more, a FIFO depth of 512 bytes
must be selected.

Restriction: When the transfer rate is 10 Mbps (TX-CLK clock input frequency = 2.5 MHz) and
the value of transmit FIFO threshold bits 10to O (TFT10to TFTO) of TFTR is set to avalue from
H’001 (4 bytes) to H’00C (48 bytes), the Ethernet controller (EtherC) may not transmit data.

Therefore, when the transfer rate is 10 Mbps, set TFT10to TFTO of TFTR to H’ 000 (store-and-
forward mode), or H'00D (52 bytes) or alarger value. (Refer to the following table.)

When the transfer rate is 100 Mbps (TX-CLK clock input frequency = 25 MHz), thisrestriction is
not applicable.
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TFT10to TFTO Threshold

H'000 Store-and-forward mode  (Initial value)

H'001 4 bytes

H'002 8 bytes

H'003 12 bytes

H'004 16 bytes

H'005 20 bytes

H'006 24 bytes These S(_attings cause
malfunction when the transfer

H'007 28 bytes rate is 10 Mbps.

H'008 32 bytes

H'009 36 bytes

H'00A 40 bytes

H'00B 44 bytes

H'00C 48 bytes

H'00D 52 bytes

H'00E 56 bytes

H'00F 60 bytes

H'01F 124 bytes

H'020 128 bytes

H'03F 252 bytes

H'040 256 bytes

H'07F 508 bytes

H'080 512 bytes
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10.2.11 FIFO Depth Register (FDR)

FDR specifies the depth (size) of the transmit and receive FIFOs.

Bit: 31 30 29 - 19 18 17 16
Initial value: 0 0 0 - 0 0 0 0
R/W:
Bit: 15 14 13 12 11 10 9 8
- - - -] = = | = |t
Initial value: 0 0 0 0 0 0 0 0
R/W: R R R R R R R R/W
Bit: 7 6 5 4 3 2 1 0
- - - - | = = | = | R
Initial value: 0 0 0 0 0 0 0 0
R/W: R R R R R R R R/W

Bits 31 to 9—Reserved: These hits are dways read as 0. The write value should always be 0.

Bit 8—Transmit FIFO Depth (TFD): Specifies either 256 or 512 bytes as the depth (size) of the
transmit FIFO (which has a maximum capacity of 512 bytes). The setting cannot be changed after
transmission/reception has started.

Bit 8: TFD Description
0 256 bytes (Initial value)
1 512 bytes

Bits 7 to 1—Reserved: These bits are dways read as 0. The write value should always be 0.

Bit 0—Receive FIFO Depth (RFD): Specifies either 256 or 512 bytes as the depth (size) of the
receive FIFO (which has a maximum capacity of 512 bytes). The actual FIFO depth is 256 times
the set value. The setting cannot be changed after transmission/reception has started.

Bit 0: RFD Description
0 256 bytes (Initial value)
1 512 bytes
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10.2.12 Receiver Control Register (RCR)

RCR specifies the control method for the RE bit in ECMR when aframeisreceived.

Note: When setting thisregister, do so in the receiving-halt state.

Bit: 31 30 29 11 10 9 8
- -1 -] -l -1-1-
Initial value: 0 0 0 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
- - - -] = = | = | RC
Initial value: 0 0 0 0 0 0 0 0
R/W: R R/W

Bits 31 to 1—Reserved: These hits are aways read as 0. The write value should always be 0.

Bit 0—Receive Enable Control (RNC)

Bit 0: RNC Description

0

When reception of one frame is completed, the E-DMAC writes the receive

status into the descriptor and clears the RR bitin EDRRR

(Initial value)

1 When reception of one frame is completed, the E-DMAC writes the receive
status into the descriptor, reads the next descriptor, and prepares to receive
the next frame®

Note: * This setting is normally used for continuous frame reception.

RENESAS

Rev. 2.00, 03/05, page 443 of 884



10.2.13 E-DMAC Operation Control Register (EDOCR)

EDOCR specifies the control methods used in E-DMAC operation.

Bit: 31 30 29 11 10 9 8
(=T =] =T =T-T-]

Initial value: 0 0 0 - 0 0 0 0

R/W:

Bit: 7 6 5 4 3 2 1 0

_ _ — — | FEC | AEC | EDH | —

Initial value: 0 0 0 0 0 0 0 0
R/W: R R R R R/W R/W R/W R

Bits 31 to 4—Reserved: These hits are aways read as 0. The write value should always be 0.

Bit 3—FIFO Error Control (FEC): Specifies E-DMAC operation when transmit FIFO underflow
or receive FIFO overflow occurs.

Bit 3: FEC Description
0 E-DMAC operation continues when underflow or overflow occurs (Initial value)
1 E-DMAC operation halts when underflow or overflow occurs

Bit 2—Address Error Control (AEC): Indicates detection of an illegal memory addressin an
attempted E-DMAC transfer.

Bit 2: AEC Description

0 lllegal memory address not detected (normal operation) (Initial value)

1 lllegal memory address detected. Can be cleared by writing O.

Note: This error occurs if the memory address setting in the descriptor used by the E-DMAC is
illegal.

Bit 1—E-DMAC Halted (EDH): When the SH7615's NMI input pin is asserted, E-DMAC
operation is halted.

Bit 1: EDH Description
0 The E-DMAC is operating normally (Initial value)
1 The E-DMAC has been halted by NMI pin assertion. E-DMAC operation is

restarted by writing 0.
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Bit 0—Reserved: This hit is always read as 0. The write value should always be 0.

10.2.14 Receiving-Buffer Write Address Register (RBWAR)

Thisisthe register for storing the buffer address to be written in the receiving buffer when the E-
DMAC writes datain the receiving buffer. Which addresses in the receiving buffer are processed
by the E-DMAC can be recognized by monitoring addresses displayed in thisregister.

Bit. 31 30 29 28 27 26 25 24
‘RBWA31‘RBWA30‘RBWA29‘RBWA28‘RBWA27‘RBWAZG‘RBWAZS‘RBWAM‘

Initial value: 0 0 0 0 0 0 0 0

RW: R R R R R R R R

Bitt 23 22 21 20 19 18 17 16
‘RBWA23‘RBWAZZ‘RBWAZl‘RBWAZO‘RBWAlQ‘RBWAlS‘RBWAN‘RBWAlG‘

Initial value: 0 0 0 0 0 0 0 0

RW: R R R R R R R R

Bitt 15 14 13 12 11 10 9 8
‘RBWAlS‘RBWAl4‘RBWA13‘RBWAlZ‘RBWAll‘RBWAlO‘ RBWAO \ RBWAS \

Initial value: 0 0 0 0 0 0 0 0

RW: R R R R R R R R

Bitt 7 6 5 4 3 2 1 0
\ RBWA7 \ RBWAG \ RBWAS \ RBWA4 \ RBWA3 \ RBWA2 \ RBWAL \ RBWAO \

Initial value: 0 0 0 0 0 0 0 0

RW: R R R R R R R R

Bits 31 to 0—Receiving-buffer write address (RBWA): This bit can only be read. Writing is
disabled.

Note: The buffer write processing result from the E-DMAC and the value read by the register
may not be the same.
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10.2.15 Receiving-Descriptor Fetch Address Register (RDFAR)

Thisisthe register for storing the descriptor start address that is required when the E-DMAC
fetches descriptor information from the receiving descriptor . Which receiving descriptor
information is used for processing by the E-DMAC can be recognized by monitoring addresses
displayed in this register.

Bitt 31 30 29 28 27 26 25 24
\ RDFA31 \ RDFA30 \ RDFA29 \ RDFA28 \ RDFA27 \ RDFA26 \ RDFA25 \ RDFA24 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bit. 23 22 21 20 19 18 17 16
\ RDFA23 \ RDFA22 \ RDFA21 \ RDFA20 \ RDFA19 \ RDFA18 \ RDFA17 \ RDFAL6 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bitt 15 14 13 12 11 10 9 8
‘RDFA15‘RDFA14‘RDFA13‘RDFA12‘RDFAll‘RDFAlO‘ RDFA9 \ RDFAS \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bitt 7 6 5 4 3 2 1 0
‘ RDFA7 ‘ RDFA6 ‘ RDFAS5 ‘ RDFA4 ‘ RDFA3 ‘ RDFA2 ‘ RDFA1 ‘ RDFAO ‘
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R

Bits 31 to 0—Receiving-descriptor fetch address (RDFA): This bit can only be read. Writing is
disabled.

Note: The descriptor fetch processing result from the E-DMAC and the value read by the
register may not be the same.
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10.2.16 Transmission-Buffer Read Address Register (TBRAR)

This isthe register for storing the buffer address to be read in the transmission buffer when the E-
DMAC reads data from the transmission buffer. Which addresses in the transmission buffer are
processed by the E-DMAC can be recognized by monitoring addresses displayed in thisregister.

Bit. 31 30 29 28 27 26 25 24
\ TBRA31 \ TBRA30 \ TBRA29 \ TBRA28 \ TBRA27 \ TBRA26 \ TBRA25 \ TBRA24 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bit. 23 22 21 20 19 18 17 16
\ TBRA23 \ TBRA22 \ TBRA21 \ TBRA20 \ TBRA19 \ TBRA18 \ TBRAL7 \ TBRA16 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bit. 15 14 13 12 11 10 9 8
‘TBRAlS‘TBRAM‘TBRAlS‘TBRAlZ‘TBRAll‘TBRAlO‘ TBRAO9 \ TBRAS \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bitt 7 6 5 4 3 2 1 0
‘ TBRA7 ‘ TBRAG ‘ TBRAS ‘ TBRA4 ‘ TBRA3 ‘ TBRA2 ‘ TBRAL ‘ TBRAO ‘
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R

Bits 31 to 0—Transmission-buffer read address (TBRD): This bit can only be read. Writing is
disabled.

Note: The buffer read processing result from the E-DMAC and the value read by the register
may nhot be the same.
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10.2.17 Transmisson-Descriptor Fetch Address Register (TDFAR)

Thisisthe register for storing the descriptor start address that is required when the E-DMAC
fetches descriptor information from the transmission descriptor . Which transmission descriptor
information is used for processing by the E-DMAC can be recognized by monitoring addresses
displayed in this register.

Bitt 31 30 29 28 27 26 25 24
\ TDFA31 \ TDFA30 \ TDFA29 \ TDFA28 \ TDFA27 \ TDFA26 \ TDFA25 \ TDFA24 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bit. 23 22 21 20 19 18 17 16
\ TDFA23 \ TDFA22 \ TDFA21 \ TDFA20 \ TDFA19 \ TDFA18 \ TDFAL17 \ TDFA16 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bitt 15 14 13 12 11 10 9 8
‘TDFAlS‘TDFA14‘TDFA13‘TDFAlZ‘TDFAll‘TDFAlO‘ TDFA9 \ TDFA8 \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R
Bitt 7 6 5 4 3 2 1 0
‘ TDFA7 ‘ TDFAG ‘ TDFA5 ‘ TDFA4 ‘ TDFA3 ‘ TDFA2 ‘ TDFA1 ‘ TDFAO ‘
Initial value: 0 0 0 0 0 0 0 0
RW: R R R R R R R R

Bits 31 to 0—Transmission-descriptor fetch address (TDFA): This bit can only be read. Writing is

disabled.

Note: The descriptor fetch processing result from the E-DMAC and the value read by the
register may not be the same.
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10.3  Operation

The E-DMAC is connected to the EtherC, and performs efficient transfer of transmit/receive data
between the EtherC and memory (buffers) without the intervention of the CPU. The E-DMAC
itself reads control information, including buffer pointers called descriptors, relating to the buffers.
The E-DMAC reads transmit data from the transmit buffer and writes receive data to the receive
buffer in accordance with this control information. By setting up a number of consecutive
descriptors (a descriptor list), it is possible to execute transmission and reception continuously.

10.3.1 Descriptor List and Data Buffers

Before starting transmission/reception, the communication program creates transmit and receive
descriptor listsin memory. The start addresses of these lists are then set in the transmit and receive
descriptor list start addressregisters.

Transmit Descriptor

Figure 10.2 shows the relationship between a transmit descriptor and the transmit buffer.
According to the specification in this descriptor, the relationship between the transmit frame and
transmit buffer can be defined as one frame/one buffer or one frame/multi-buffer.

Notes. 1. Thedescriptor start address must be specified to align with an address boundary
corresponding to the descriptor length specified in the E-DMAC mode register
(EDMR).
2. Thetransmit buffer start address must be specified to align with alongword boundary.
Note, however, that it must be aligned with a 16-byte boundary when SDRAM is

connected.

Transmit descriptor Transmit buffer

31/30/29|28(27|26 0

= IilJ - O w
00 | 2|3 k| L TFS26 to TFSO

e

Valid transmit data

TD1 31 TDL 16 >

31 0
TD2 TBA

Padding (4 bytes)

Figure 10.2 Relationship between Transmit Descriptor and Transmit Buffer
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Transmit Descriptor 0 (TDO0): TDO indicates the transmit frame status. The CPU and E-DMAC
use TDO to report the frame transmission status.

Bit 31—Transmit Descriptor Active (TACT): Indicates that this descriptor is active. The CPU sets
this bit after transmit data has been transferred to the transmit buffer. The E-DMAC resets this bit
on completion of aframe transfer or when transmission is suspended.

Bit 31: TACT Description

0 The transmit descriptor is invalid

Indicates that valid data has not been written to the transmit buffer by the CPU,
or this bit has been reset by a write-back operation on termination of E-DMAC
frame transfer processing (completion or suspension of transmission)

If this state is recognized in an E-DMAC descriptor read, the E-DMAC
terminates transmit processing and transmit operations cannot be continued (a
restart is necessary)

1 The transmit descriptor is valid

Indicates that valid data has been written to the transmit buffer by the CPU and
frame transfer processing has not yet been executed, or that frame transfer is
in progress

When this state is recognized in an E-DMAC descriptor read, the E-DMAC
continues with the transmit operation

Bit 30—Transmit Descriptor List Last (TDLE): Indicates that this descriptor isthe last in the
transmit descriptor list. After completion of the corresponding buffer transfer, the E-DMAC
references the first descriptor. This specification is used to set aring configuration for the transmit
descriptors.

Bit 30: TDLE Description

0 This is not the last transmit descriptor list

1 This is the last transmit descriptor list
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Bits 29 and 28—Transmit Frame Position 1, 0 (TFP1, TFPO): These two hits specify the
relationship between the transmit buffer and transmit frame.

Bit 29: Bit 28:
TFP1 TFPO Description

0 0 Frame transmission for transmit buffer indicated by this descriptor continues
(frame is not concluded)
1 Transmit buffer indicated by this descriptor contains end of frame (frame is
concluded)
1 0 Transmit buffer indicated by this descriptor is start of frame (frame is not
concluded)
1 Contents of transmit buffer indicated by this descriptor are equivalent to one

frame (one frame/one buffer)

Note: In the preceding and following descriptors, a logically positive relationship must be
maintained between the settings of this bit and the TDLE bit.

Bit 27—Transmit Frame Error (TFE): Indicates that one or other bit of the transmit frame status
indicated by bits 26 to 0 is set.

Bit 27: TFE Description
0 No error during transmission
1 An error of some kind occurred during transmission (see bits 26 to 0)

Bits 26 to 0—Transmit Frame Status 26 to 0 (TFS26 to TFS0): These bitsindicate the error status
during frame transmission.

* TFS26 to TFSO—Reserved
e  TFS8—Transmit Abort Error Detect

Note: Thishit is set to 1 when any of transmit frame status bits 4 to 0 (TFS4 to TFS0) is set.
When thisbit is set, the transmit frame error bit (bit 27: TFE) isset to 1.

* TFS7to TFS5—Reserved

e TFSA—Illega Transmit Frame (correspondsto ITF bit in EESR)

e TFS3—Carrier Not Detect (correspondsto CND bit in EESR)

e TFS2—Detect Loss of Carrier (correspondsto DLC bit in EESR)

» TFS1—Delayed Collision Detect in Transmission (correspondsto CD bit in EESR)
e TFSO0—Transmit Retry Over (correspondsto TRO bit in EESR)
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Transmit Descriptor 1 (TD1): Specifiesthe transmit buffer length (maximum 64 kbytes).

Bits 31 to 16—Transmit Buffer Data Length (TDL): These bits specify the valid transfer byte
length in the corresponding transmit buffer.

Note: When the one frame/multi-buffer system is specified (TDO.TFP = 10 or 00), the transfer
byte length specified in the descriptors at the start and midway must align with alongword
boundary (bits 17 and 16 = 00).

Bits 15 to 0—Reserved: The hits are always read as 0. The write value should always be 0.
Transmit Descriptor 2 (TD2): Specifies the 32-bit transmit buffer start address.

Note: The transmit buffer start address must be specified to align with alongword boundary.
However, it must be aligned with a 16-byte boundary when SDRAM is connected.

Bits 31 to 0—Transmit Buffer Address (TBA)
Receive Descriptor

Figure 10.3 shows the relationship between a receive descriptor and the receive buffer. In frame
reception, the E-DMAC performs data rewriting up to areceive buffer 16-byte boundary,
regardless of the receive frame length. Finally, the actual receive frame length isreported in the
lower 16 bits of RD1 in the descriptor. Data transfer to the receive buffer is performed
automatically by the E-DMAC to give a one frame/one buffer or one frame/multi-buffer
configuration according to the size of one received frame.

Notes: 1. The descriptor start address must be specified to align with an address boundary

corresponding to the descriptor length specified in the E-DMAC mode register
(EDMR).

2. Thereceive buffer start address must be specified to align with alongword boundary.
Note, however, that it must be aligned with a 16-byte boundary when SDRAM is
connected.
Specify an appropriate size of receive buffer so that it aligns with a 16-byte boundary.
Example: H'0500 (= 1536 bytes)
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Receive descriptor Receive buffer

31|30(29/28|27|26

GYE R w
RDO (g|D|wiw|L RFS 26 to RFSO

ol e

31 =6 0 4 Valid receive data
RD1 RBL RDL -

31 0
RD2 RBA

Padding (4 bytes)

Figure 10.3 Reationship between Receive Descriptor and Recelve Buffer

Receive Descriptor 0 (RDO): RDO indicates the receive frame status. The CPU and E-DMAC use
RDO to report the frame transmission status.

Bit 31—Receive Descriptor Active (RACT): Indicates that this descriptor is active. The E-DMAC
resets this bit after receive data has been transferred to the receive buffer. On completion of
receive frame processing, the CPU sets this bit to prepare for reception.

Bit 31: RACT

Description

0

The receive descriptor is invalid

Indicates that the receive buffer is not ready (access disabled by E-DMAC), or
this bit has been reset by a write-back operation on termination of E-DMAC
frame transfer processing (completion or suspension of reception)

If this state is recognized in an E-DMAC descriptor read, the E-DMAC
terminates receive processing and receive operations cannot be continued

Reception can be restarted by setting RACT to 1 and executing receive
initiation.

The receive descriptor is valid

Indicates that the receive buffer is ready (access enabled) and processing for
frame transfer from the FIFO has not been executed, or that frame transfer is in
progress

When this state is recognized in an E-DMAC descriptor read, the E-DMAC
continues with the receive operation

Bit 30—Receive Descriptor List Last (RDLE): Indicatesthat this descriptor isthe last in the
receive descriptor list. After completion of the corresponding buffer transfer, the E-DMAC
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references the first receive descriptor. This specification is used to set aring configuration for the
receive descriptors.

Bit 30: RDLE Description

0 This is not the last receive descriptor list

1 This is the last receive descriptor list (the next descriptor is inactive)

Bits 29 and 28—Receive Frame Position 1, 0 (RFP1, RFP0): These two bits specify the
relationship between the receive buffer and receive frame.

Bit 29: Bit 28:

RFP RFP Description
0 0 Frame reception for receive buffer indicated by this descriptor continues
(frame is not concluded)
1 Receive buffer indicated by this descriptor contains end of frame (frame is
concluded)
1 0 Receive buffer indicated by this descriptor is start of frame (frame is not
concluded)
1 Contents of receive buffer indicated by this descriptor are equivalent to one

frame (one frame/one buffer)

Bit 27—Receive Frame Error (RFE): Indicates that one or other bit of the receive frame status
indicated by bits 26 to 0 is set. Whether or not the multicast address frame receive information,
which is part of the receive frame status, is copied into this hit is specified by the transmit/receive
status copy enable register (TRSCER).

Bit 27: RFE Description
0 No error during reception (Initial value)
1 An error of some kind occurred during reception (see bits 26 to 0)

Bits 26 to 0—Receive Frame Status 26 to 0 (RFS26 to RFS0): These bitsindicate the error status
during frame reception.

* RFS26 to RFS10—Reserved
* RFS9—Receive FIFO Overflow (correspondsto RMAF bit in EESR)
* RFS8—Receive Abort Error Detect

Note: Thishit is set to 1 when any of receive frame status bits 9 (RFS9), 7 (RFS7), and 4to 0
(RF4 to RFSD) is set. When this bit is set, the receive frame error (RFE) bit is set to 1.

* RFS/—Receive Multicast Address Frame (corresponds to RMAF bit in EESR)
* RFS6, RFS5—Reserved
» RFS4—Receive Residual-Bit Frame (corresponds to RRF bit in EESR)
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* RFS3—Receive Too-Long Frame (correspondsto RTLF bit in EESR)

* RFS2—Receive Too-Short Frame (corresponds to RTSF bit in EESR)

e RFS1—PHY-LSl Receive Error (corresponds to PRE bit in EESR)

* RFSO0—CRC Error on Recelved Frame (corresponds to CERF bit in EESR)

Receive Descriptor 1 (RD1): Specifies the receive buffer length (maximum 64 kbytes).

Bits 31 to 16—Receive Buffer Length (RBL): These bits specify the maximum transfer byte
length in the corresponding receive buffer.

Notes: Thetransfer byte length must align with a 16-byte boundary (bits 19 to 16 cleared to 0).
The maximum receive frame length with one frame per buffer is 1,514 bytes, excluding
the CRC data. Therefore, for the receive buffer length specification, avalue of 1,520 bytes
(H'05F0) that takes account of a 16-byte boundary is set as the maximum receive frame
length.

Bits 15 to 0—Receive Data Length (RDL): These bits specify the data length of areceive frame
stored in the receive buffer.

Note: Thereceive datatransferred to the receive buffer does not include the 4-byte CRC data at
the end of the frame. The receive frame length is reported as the number of words (valid
data bytes) not including this CRC data.

Receive Descriptor 2 (RD2): Specifies the 32-bit receive buffer start address.

Note: Thereceive buffer start address must be specified to align with alongword boundary.
However, it must be aligned with a 16-byte boundary when SDRAM is connected.

Bits 31 to 0—Receive Buffer Address (RBA)

10.3.2 Transmission

When the transmitter is enabled and the transmit request bit (TR) is set in the E-DMAC transmit
request register (EDTRR), the E-DMAC reads the descriptor used last time from the transmit
descriptor list (in the initial state, the descriptor indicated by the transmission descriptor start
addressregister (TDLAR)). If the setting of the TACT bit in the read descriptor is “active,” the E-
DMAC reads transmit frame data sequentially from the transmit buffer start address specified by
TD2, and transfersiit to the EtherC. The EtherC creates atransmit frame and starts transmission to
the MIl. After DMA transfer of data equivalent to the buffer length specified in the descriptor, the
following processing is carried out according to the TFP value.
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1. TFP =00 or 01 (frame continuation):

Descriptor write-back is performed after DMA transfer.
2. TFP =01 or 11 (frame end):

Descriptor write-back is performed after completion of frame transmission.

The E-DMAC continues reading descriptors and transmitting frames as long as the setting of the
TACT bit in the read descriptorsis “active.” When a descriptor with an “inactive” TACT bitis

read, the E-DMAC resets the transmit request bit (TR) in the transmit register and ends transmit
processing (EDTRR).

Transmission flowchart

SH7615 + memory E-DMAC Transmit FIFO EtherC Ethernet

EtherC/E-DMAC
initialization
Descriptor and

transmit
buffer setting

\/

\

Transmit directive o

Descriptor read

Transmit data transfer \
__Descriptor write-back \
" Descriptor read o \

\

Transmit data transfer

\

\ Frame transmission

Bl

Descriptor write-back

%

Transmission
completed

Figure 10.4 Sample Transmission Flowchart
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10.3.3  Reception

When the receiver is enabled and the CPU sets the receive request bit (RR) in the EEDMAC
receive request register (EDRRR), the E-DMAC reads the descriptor following the previously
used one from the receive descriptor list (in theinitial state, the descriptor indicated by the
transmission descriptor start address register (TDLAR)), and then enters the receive-standby state.
If the setting of the RACT hit is “active” and an own-address frame is received, the E-DMAC
transfers the frame to the receive buffer specified by RD2. If the datalength of the received frame
is greater than the buffer length given by RD1, the E-DMAC performs write-back to the descriptor
when the buffer isfull (RFP = 10 or 00), then reads the next descriptor. The E-DMAC then
continuesto transfer data to the receive buffer specified by the new RD2. When frame reception is
completed, or if frame reception is suspended because of an error of some kind, the E-DMAC
performs write-back to the relevant descriptor (RFP = 11 or 01), and then ends the receive
processing. The E-DMAC then reads the next descriptor and enters the receive-standby state

again.

Note: To receive frames continuously, the receive enable control bit (RNC) must besetto 1in
the receive control register (RCR). After initialization, this bit is cleared to 0.
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Reception flowchart

SH7615 + memory

EtherC/E-DMAC

E-DMAC
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Receive FIFO
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Receive data transfer

__ Descriptor write-back
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" Descriptor read
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Receive data transfer /

_ Descriptor write-back

|

Descriptor read (preparation
for receiving next frame)

Reception
completed
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\

I

Frame reception

—

Ethernet

Figure 10.5 Sample Reception Flowchart
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10.3.4  Multi-Buffer Frame Transmit/Receive Processing

Multi-Buffer Frame Transmit Processing: If an error occurs during multi-buffer frame
transmission, the processing shown in figure 10.6 is carried out.

Where the transmit descriptor is shown asinactive (TACT bit = 0) in the figure, buffer data has
aready been transmitted normally, and where the transmit descriptor is shown as active (TACT bit
= 1), buffer data has not been transmitted. If aframe transmit error occurs in the first descriptor
part where the transmit descriptor is active (TACT bit = 1), transmission is halted, and the TACT
bit cleared to O, immediately. The next descriptor is then read, and the position within the transmit
frameis determined on the basis of bits TFP1 and TFPO (continuing [00] or end [01]). In the case
of acontinuing descriptor, the TACT bit is cleared to 0, only, and the next descriptor is read
immediately. If the descriptor isthe final descriptor, not only isthe TACT bit cleared to O, but
write-back is also performed to the TFE and TFS bits at the same time. Data in the buffer is not
transmitted between the occurrence of an error and write-back to the final descriptor. If error
interrupts are enabled in the EtherC/E-DMAC status interrupt permission register (EESIPR), an
interrupt is generated immediately after the final descriptor write-back.

Descriptors

W | a0
98 |EE A
ErE|FF —
00 10 »
00 00
5 /—>
Inactivates TACT (changes 1t00) 10 00 | — Transmit error occurrence
|
E-DMAC )
g DEsCriptor read
Inactivates TACT 10]00 ™| Untransmitted
g DESCriptor read [ data is not
Inactivates TACT 10 00 | transmitted
-Descriptor read | after error | |©One frame
| inactvatesTACT , | 1 0 | 00 — occurrence.
- Descriptor read Descriptor
o | 10 01
Inactivates TACT and writes TFE, TFS - — Buffer
11110 y
4>
:] Transmitted data
| | [ ] untransmitted data

Figure10.6 E-DMAC Operation after Transmit Error
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Multi-Buffer Frame Receive Processing: If an error occurs during multi-buffer frame reception,
the processing shown in figure 10.7 is carried out.

Where the receive descriptor is shown as inactive (RACT bit = Q) in the figure, buffer data has
aready been received normally, and where the receive descriptor is shown as active (RACT bit =
1), thisindicates a buffer for which reception has not yet been performed. If aframe receive error
occurs in thefirst descriptor part wherethe RACT hit = 1 in the figure, reception is halted
immediately and a status write-back to the descriptor is performed.

If error interrupts are enabled in the EtherC/E-DMAC status interrupt permission register
(EESIPR), an interrupt is generated immediately after the write-back. If there is anew frame
receive request, reception is continued from the buffer after that in which the error occurred.

Descriptors

oY | 2R
[a) [T
é x ro /—> N
00 10 /_» Start of frame
00 00
00 |00 "
Inactivates RACT and writes RFE, RFS> 00 00 | <:| Receive error occurrence
E-DMAC _, Descriptor read
wrieback | 10 | 00 »> v~
: 10 00 e New frame reception
continues from this buffer
10 00 f~
10 00
— - Buffer
11 00 \» ¢
:] Received data
‘ | l:l Unreceived data

Figure 10.7 E-DMAC Operation after Receive Error
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104 Usage Notes

104.1 E-DMAC Transmit Request Register (EDTRR) and E-DM AC Receive Request
Register (EDRRR) Usage Notes

Phenomenon: If the transmit and receive descriptor active bit has the “inactive” setting, the
EDTRR register: TR bit (Transmit Request) and the EDRRR register: RR hit (Receive Request)
are cleared and the operation of transmit DMAC is halted.

When the timing of clear TR/RR request bit and set TR/RR request bit by user’s firmware are
matched, E-DMAC can't recognize the exact condition of TR/RR hit.

Condition: When TR/RR request bit is always set by the firmware without checking the state of
TR/RR request bit.

Countermeasures. Please check the TR/RR request bit is cleared by E-DMAC first, and then set
the TR/RR request bit by user’sfirmware.

(1) There are two ways to check TR request bit that is cleared by E-DMAC.
(a) Possible to check read “0” of TR bit of E-DMAC directly.

(b) Possible to check read “1” of TDE (Transmit Descriptor Exhausted) in EESR resister after
the interrupt on.

(2) There are two ways to check RR request bit that is cleared by E-DMAC.
(a) Possible to check read “0” of RR bit of E-DMAC directly.
(b) Possibleto check read “1” of RDE (Receive Descriptor Exhausted) in EESR resister after
the interrupt on.
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Section 11 Direct Memory Access Controller (DMAC)

11.1 Overview

A two-channel direct memory access controller (DMAC) isincluded on-chip. The DMAC can be
used in place of the CPU to perform high-speed data transfers between external devices equipped
with DACK (transfer request acknowledge signal), external memories, on-chip memory, and
memory-mapped external devices. Using the DMAC reduces the burden on the CPU and increases
the operating efficiency of the chip asawhole.

1111  Features
The DMAC has the following features:

e Two channels

e Address space: Architecturally 4 Gbytes

» Choice of datatransfer unit: Byte, word (2-byte), longword (4-byte) or 16-byte unit (Ina 16-
byte transfer, four longword reads are executed, followed by four longword writes.)

e Maximum of 16,777,216 (16M) transfers

» Intheevent of acache hit, CPU instruction processing and DMA operation can be executed in
paralel

« Single address mode transfers: Either the transfer source or transfer destination (peripheral
device) is accessed by a DACK signal (selectable) while the other is accessed by address. One
transfer unit of datais transferred in one bus cycle.

Possible transfer devices: External devices with DACK and memory-mapped external devices
(including external memory)

e Dual address mode transfer: Both the transfer source and transfer destination are accessed by
address. Onetransfer unit of datais transferred in two bus cycles.

Possible transfer devices:

O Two externa memories

0 External memory and memory-mapped external device
0 Two memory-mapped external devices
ad

External memory and on-chip peripheral module (excluding DMAC, BSC, UBC, cache-
memory, E-DMAC, and EtherC)

Memory-mapped external device and on-chip peripheral module (excluding DMAC, BSC,
UBC, cache-memory, E-DMAC, and EtherC)

0 Two on-chip peripheral modules (excluding DMAC, BSC, UBC, cache-memory, E-
DMAC, and EtherC)

0 On-chip memory and memory-mapped external device

O
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O Two on-chip memories

O On-chip memory and on-chip peripheral modules (excluding DMAC, BSC, UBC, cache-
memory, E-DMAC, and EtherC)

O On-chip memory and external memory
e Transfer requests

0 External request: from the DREQn pins. Edge or level detection, and active-low or active-
high mode, can be specified for DREQN.

O On-chip peripheral module requests: serial communication interface with FIFO (SCIF),
16-bit timer pulse unit (TPU), serial 1/0 (SIO)
O Auto-request: the transfer request is generated automatically within the DMAC
» Choice of busmode
0 Cycle steal mode
0 Burst mode
» Choice of channel priority order
0 Fixed mode
O Round robin mode
* Aninterrupt request can be sent to the CPU on completion of data transfer
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11.1.2  Block Diagram

Figure 11.1 shows the DMAC block diagram.

On-chip | —
memory N—

______________________________ .
! |
| |
Onchip | |4 ol | I
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module = TS| I
2 c DARn '
g5 | DARn KO ||
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o | Iteration TCRn |<> :
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DREQn ! control o :
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On-chip peripheral ! control _ CHCRn g !

module request |
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DAS:I;n T control ; :IDM AOR : :
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|
External [ Request |
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— | control !
Xternal D | |
RAM f Interrupt |
é i control VCRDMANK |
External 1/O = | :
(memory O c ! I
mapped) %’ | : :
i > :
External /0 | | Bus interface !
(with O | I
acknowledge) | !
! I
Bus controller - !
DMAC

DMAOR: DMA operation register
SARnN: DMA source address register
DARnN: DMA destination address register
TCRn: DMA transfer count register

CHCRnN: DMA channel control register

VCRDMARN: DMA vector number register
DEIn: DMA transfer end interrupt request to CPU
On-chip peripheral module request: Interrupt transfer request from on-chip SCIF, SIO, TPU
BH: Burst hint
n:0,1

Figure11.1 DMAC Block Diagram
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11.1.3  Input/Output Pins

Table 11.1 shows the DMAC pin configuration.

Table11.1 Pin Configuration

Channel Name Symbol /O Function
0 DMA transfer request DREQO Input  DMA transfer request input from external
device to channel 0
DMA transfer request DACKO Output DMA transfer request acknowledge output
acknowledge from channel O to external device
1 DMA transfer request DREQ1 Input  DMA transfer request input from external
device to channel 1
DMA transfer request DACK1 Output DMA transfer request acknowledge output
acknowledge from channel 1 to external device
All Burst hint BH Output  Burst transfer in 16-byte transfer mode

Rev. 2.00, 03/05, page 466 of 884

RENESAS



11.1.4 Register Configuration

Table 11.2 summarizesthe DMAC registers. The DMAC hasatotal of 13 registers. Each channel
has six control registers. One control register is shared by both channels.

Table11.2 Register Configuration

Abbre- Initial Access
Channel Name viation R/MW  Value Address Size*®
0 DMA source address register 0 SARO R/W Undefined H'FFFFFF80 32
DMA destination address DARO R/W Undefined H'FFFFFF84 32

register 0

DMA transfer count register 0 TCRO R/W Undefined H'FFFFFF88 32

DMA channel control register 0 CHCRO R/(W)*l H'00000000 H'FFFFFF8C 32

DMA vector number register 0 VCRDMAOR/W Undefined H'FFFFFFAO0 32

DMA request/response DRCRO R/W H'00 H'FFFFFE71 8*°
selection control register 0

1 DMA source address register 1 SAR1 R/W Undefined HFFFFFF90 32
DMA destination address DAR1 R/W Undefined H'FFFFFF94 32
register 1

DMA transfer count register 1 ~ TCR1 R/W Undefined H'FFFFFF98 32

DMA channel control register 1 CHCR1  R/(W)*! H'00000000 H'FFFFFFIC 32

DMA vector number register 1  VCRDMALR/(W) Undefined H'FFFFFFA8 32

DMA request/response DRCR1 R/(W) H'00 H'FFFFFE72 8*°
selection control register 1
All DMA operation register DMAOR  R/(W)*? H'00000000 H'FFFFFFBO 32

Notes: 1. Only 0 can be written to bit 1 of CHCRO and CHCRL, after reading 1, to clear the flags.
2. Only 0 can be written to bits 1 and 2 of the DMAOR, after reading 1, to clear the flags.
3. Access DRCRO and DRCRL1 in byte units. Access all other registers in longword units.
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11.2  Register Descriptions

11.21 DMA Source Address Registers0and 1 (SARO, SAR1)

Bit: 31 30 29 3 2 1 0
| | | e | | |
Initial value: — — — — — — —
R/W: R/W R/W R/W ... R/W R/W R/W R/W

DMA source address registers 0 and 1 (SARO and SARL) are 32-hit read/write registers that
specify the source address of aDMA transfer. During a DMA transfer, these registers indicate the
next source address. (In single-address mode, SAR isignored in transfers from external devices
with DACK to memory-mapped external devices or external memory). In 16-byte unit transfers,
aways set the value of the source address to a 16-byte boundary (16n address). Operation results
cannot be guaranteed if other values are used. Transmission in 16-byte units can be set only in
auto-request mode and at edge detection in external request mode. Values are retained in areset, in
standby mode, and when the module standby function is used.

11.2.2 DMA Destination Address Registers 0 and 1 (DARO, DAR1)

Bit: 31 30 29 3 2 1 0
| | | e | | |
Initial value: — — — — — — —
R/W: R/W R/W R/W . R/W R/W R/W R/W

DMA destination address registers 0 and 1 (DARO and DAR1) are 32-bit read/write registers that
specify the destination address of a DMA transfer. During a DMA transfer, these registers indicate
the next destination address. (In single-address mode, DAR isignored in transfers from memory-
mapped external devices or external memory to external devices with DACK). In 16-byte unit
transfers, always set the value of the source address to a 16-byte boundary (16n address).
Operation results cannot be guaranteed if other values are used. Transmission in 16-byte units can
be set only in auto-request mode and at edge detection in external request mode. Values are
retained in areset, in standby mode, and when the module standby function is used.

If synchronous DRAM is accessed when performing 16-byte-unit transfer, a 16-byte boundary
(address 16n) value must be set for the destination address.
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11.2.3 DMA Transfer Count Registers0and 1 (TCRO, TCR1)

Bit: 31 30 29 28 27 26 25 24
[~ =T -1 -T-T-T-T1-
Initial value: 0 0 0 0 0 0 0 0
R/W: R R R R R
Bit: 23 22 21 3 2 1 0

| | | | |
Initial value: — — — — — — —
R/W: R/W R/W R/W R/W R/W R/W R/W

DMA transfer count registers 0 and 1 (TCRO and TCR1) are 32-bit read/write registers that

specify the DMA transfer count. The lower 24 of the 32 bitsare valid. The value is written as 32
bits, including the upper eight bits. The number of transfersis 1 when the setting is H'00000001,

16,777,215 when the setting is H'OOFFFFFF and 16, 777,216 (the maximum) when H'00000000 is
set. During a DMA transfer, these registers indicate the remaining transfer count.

Set the initial value as the write value in the upper eight bits. These bits always read 0. Vaues are
retained in areset, in standby mode, and when the modul e standby function is used. For 16-byte

transfers, set the count to 4 times the number of transfers. Operation is not guaranteed if an

incorrect value is set.
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11.24 DMA Channd Control Registers0and 1 (CHCRO, CHCR1)

Bitt 31 30 29 . 19 18 17 16
R -1 -1 -1T=-1
Initial value: 0 0 0 0 0 0 0
R/W:
Bitt 15 14 13 12 11 10 9 8
\ DM1 \ DMO \ SM1 \ SMo \ TS1 \ TSO \ AR \ AM
Initial value: 0 0 0 0 0 0 0 0

RW: R/W R/W R/W R/W R/W R/W R/W R/W

Bit 7 6 5 4 3 2 1 0
‘ AL ‘ DS ‘ DL ‘ TB ‘ TA ‘ IE ‘ TE ‘ DE
Initial value: 0 0 0 0 0 0 0 0

RW: R/W RIW RIW RIW RIW RW  R/I(W)* RW
Note: * Only 0 can be written, to clear the flag.

DMA channel control registers 0 and 1 (CHCRO and CHCRY) are 32-hit read/write registers that
control the DMA transfer mode. They also indicate the DMA transfer status. Only the lower 16 of
the 32 bits are valid. They should be read and written as 32-bit values, including the upper 16 hits.
The registers are initialized to H'00000000 by a reset and in standby mode. Values are retained
during a module standby.

Bits 31 to 16—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 15 and 14—Destination Address Mode Bits 1, 0 (DM 1, DMO): Select whether the DMA
destination address is incremented, decremented or |eft fixed (in single address mode, DM 1 and
DMO are ignored when transfers are made from a memory-mapped external device, or external
memory to an external device with DACK). DM 1 and DMO areinitialized to 00 by areset and in
standby mode. Values are retained during a module standby.
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Bit 15: DM1 Bit 14: DMO Description

0 0 Fixed destination address (Initial value)

1 Destination address is incremented (+1 for byte transfer size,
+2 for word transfer size, +4 for longword transfer size, +16
for 16-byte transfer size)

1 0 Destination address is decremented (-1 for byte transfer size,
-2 for word transfer size, —4 for longword transfer size, —-16
for 16-byte transfer size)

1 Reserved (setting prohibited)

Bits 13 and 12—Source Address Mode Bits 1, 0 (SM 1, SM0): Select whether the DMA source
addressisincremented, decremented or left fixed. (In single address mode, SM1 and SMO are
ignored when transfers are made from an external device with DACK to a memory-mapped
external device, or external memory.) For a 16-byte transfer, the address isincremented by +16
regardless of the SM1 and SMO values. SM1 and SMO are initialized to 00 by areset and in
standby mode. Values are retained during a module standby.

Bit 13: SM1 Bit 12: SMO Description
0 0 Fixed source address (+16 for 16-byte transfer size)
(Initial value)
1 Source address is incremented (+1 for byte transfer size, +2

for word transfer size, +4 for longword transfer size, +16 for
16-byte transfer size)

1 0 Source address is decremented (-1 for byte transfer size, —2
for word transfer size, —4 for longword transfer size, +16 for
16-byte transfer size)

1 Reserved (setting prohibited)

Bits 11 and 10—Transfer Size Bits (TS1, TS0): Select the DMA transfer size. When 11 is set to
bits TS1 and TS0 (in the 16-byte unit), request mode is available only in auto-request mode and at
edge detection in external request mode. When 11 is set to bits TS1 and TS0 (in the 16-byte unit)
and level detection in external request mode and internal peripheral-module request mode are set,
system operations are not guaranteed. TS1 and TS0 are initialized to 00 by areset and in standby
mode. Values are retained during a module standby.

Bit 11: TS1 Bit 10: TSO Description

0 0 Byte unit (initial value)
1 Word (2-byte) unit

1 0 Longword (4-byte) unit
1 16-byte unit (4 longword transfers)
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Bit 9—Auto Request Mode Bit (AR): Selects either auto-request mode (in which transfer requests
are generated automatically within the DMAC) or a mode using external requests or requests from
on-chip peripheral modules. The AR bit isinitialized to O by areset and in standby mode. Itsvalue
is retained during a module standby.

Bit 9: AR Description
0 External/on-chip peripheral module request mode (Initial value)
1 Auto-request mode

Bit 8—Acknowledge/Transfer Mode Bit (AM): In dual address mode, this bit selects whether the
DACKn signal is output during the dataread cycle or write cycle. In single-address mode, it
selects whether to transfer data from memory to device or from device to memory. The AM bit is
initialized to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit 8: AM Description

0 DACKnN output in read cycle (dual address mode)/transfer from memory
to device (single address mode) (Initial value)

1 DACKnN output in write cycle (dual address mode)/transfer from device

to memory (single address mode)

Bit 7—Acknowledge Level Bit (AL): Selects whether the DACKn signal is an active-high signal
or an active-low signal. The AL bit isinitialized to 0 by areset and in standby mode. Itsvalueis
retained during a module standby.

Bit 7: AL Description
0 DACKn is an active-low signal (Initial value)
1 DACKn is an active-high signal

Bit 6—DREQnN Select Bit (DS): Selects the DREQn input detection used. When O (level detection)
isset to bit DS, set 0 (cycle-steal mode) to the transfer bus mode bit (TB). When O is set to bit DS
and 1 (burst mode) is set to bit TB, system operations are not guaranteed. The DS bit isinitialized
to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit 6: DS Description

0 Detected by level (Initial value)

Can be set only in cycle-steal mode

1 Detected by edge
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Bit 5—DREQnN Level Bit (DL): Selects the DREQnN input detection level. The DL bit isinitialized
to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit 5: DL Description

0 When DS is 0, DREQ is detected by low level; when DS is 1, DREQ is
detected at falling edge (Initial value)

1 When DS is 0, DREQ is detected by high level; when DS is 1, DREQ is

detected at rising edge

Bit 4—Transfer Bus Mode Bit (TB): Selects the bus mode for DMA transfers. When 1 (burst
mode) is set to bit TB, set 1 (edge detection) to the DREQ select bit (DS). When 1isset to bit TB
and O (level detection) is set to bit DS, system operations are not guaranteed. The TB bit is
initialized to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit4: TB Description
0 Cycle-steal mode (Initial value)
1 Burst mode

Bit 3—Transfer Address Mode Bit (TA): Selectsthe DMA transfer address mode. The TA hit is
initialized to 0 by areset and in standby mode. Its value is retained during a module standby.

Bit 3: TA Description
0 Dual address mode (Initial value)
1 Single address mode

Bit 2—Interrupt Enable Bit (IE): Determines whether or not to request a CPU interrupt at the end
of aDMA transfer. When the |E bit isset to 1, an interrupt (DEI) request is sent to the CPU when
the TE bit is set. The IE bit isinitialized to 0 by areset and in standby mode. Itsvalue is retained
during a module standby.

Bit 2: IE Description
0 Interrupt request disabled (Initial value)
1 Interrupt request enabled

Bit 1—Transfer-End Flag Bit (TE): Indicates that the transfer has ended. When the value in the
DMA transfer count register (TCR) becomes 0, the DMA transfer ends normally and the TE hit is
setto 1. When TCRisnot 0, the TE bit is not set if the transfer ends because of an NMI interrupt
or DMA address error, or because the DME hit in the DMA operation register (DMAOR) or the
DE bit was cleared. To clear the TE bit, read 1 from it and then write 0. When the TE bit is s,
setting the DE bit to 1 will not enable atransfer. The TE bit isinitialized to 0 by areset and in
standby mode. Its value is retained during a module standby.
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Bit 1: TE Description

0 DMA has not ended or was aborted (Initial value)
Cleared by reading 1 from the TE bit and then writing O
1 DMA has ended normally (by TCR =0)

Bit 0—DMA Enable Bit (DE): Enables or disables DMA transfers. In auto-request mode, the
transfer starts when this bit or the DME bit in DMAOR is set to 1. The NMIF and AE bitsin
DMAOR and the TE bit must be all set to 0. In external request mode or on-chip periphera
module request mode, the transfer begins when the DMA transfer request is received from the
relevant device or on-chip peripheral module, provided this bit and the DME bit are set to 1. As
with the auto-request mode, the TE bit and the NMIF and AE bitsin DMAOR must all be set to 0.
Thetransfer can be stopped by clearing this bit to 0. The DE hit isinitialized to O by areset and in
standby mode. Its value is retained during a module standby.

Bit 0: DE Description
0 DMA transfer disabled (Initial value)
1 DMA transfer enabled

11.25 DMA Vector Number RegistersOand 1 (VCRDMAO, VCRDMAL)

Bit: 31 30 29 11 10 9 8
- -] -] - -1 =-1T-
Initial value: 0 0 0 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0

\ VC7 \ VC6 \ VC5 \ VC4 \ VC3 \ VC2 \ VC1 \ VCO \
Initial value: — — — — — — — —
RW: RW RW RW RW RW RW RW RW

DMA vector number registers 0 and 1 (VCRDMAO, VCRDMAL) are 32-hit read/write registers
that set the DMAC transfer-end interrupt vector number. Only the lower eight bits of the 32 are
valid. They are written as 32-bit values, including the upper 24 bits. Values are retained in areset,
in standby mode, and when the modul e standby function is used.

Bits 31 to 8—Reserved: These hits are aways read as 0. The write value should always be 0.
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Bits 7 to 0—Vector Number Bits 7 to 0 (VC7 to VCO0): Set the interrupt vector numbers at the end
of aDMAC transfer. Interrupt vector numbers of 0to 127 can be set. When atransfer-end
interrupt occurs, the vector number is fetched and control is transferred to the specified interrupt
handling routine. The VC7 to VCO bitsretain their valuesin areset and in standby mode. Asthe
maximum vector number is 127, 0 must always be written to VC7.

11.2.6 DMA Request/Response Sdlection Control Registers0and 1 (DRCRO, DRCR1)

Bit. 7 6 5 4 3 2 1 0
\ — \ — \ — \ RS4 \ RS3 \ RS2 \ RS1 \ RSO \
Initial value: 0 0 0 0 0 0 0 0
RW: R R R RW RW RW RW  RW

DMA request/response selection control registers 0 and 1 (DRCRO, DRCR1) are 8-bit read/write
registersthat set the DMAC transfer request source. They are written as 8-bit values. They are
initialized to H'00 by areset, but retain their values in standby mode and a module standby.

Bits 7 to 5—Reserved: These bits are always read as 0. The write value should always be 0.

Bits 4 to 0—Resource Select Bits 4 to 0 (R$4 to RS0): Specify which transfer request to input to
the DMAC. Changing the transfer request source must be done when the DMA enable bit (DE) is
0. See section 11.3.4, DMA Transfer Types, for the possible setting combinations.

Bits R34 to RS0 are initialized to 001 by areset.

Bit4: Bit3: Bit2: Bitl: BitO:
RS4 RS3 RS2 RS1 RSO Description

0 0 0 0 0 DREQ (external request) (Initial value)
1 Reserved (setting prohibited)
1 0 Reserved (setting prohibited)
1 Reserved (setting prohibited)
1 0 0 Reserved (setting prohibited)
1 SCIF channel 1 RXI (on-chip SCI with FIFO channel

1 receive-data-full interrupt request)**

1 0 SCIF channel 1 TXI (on-chip SCI with FIFO channel
1 transmit-data-empty interrupt request)*1

1 Reserved (setting prohibited)
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Bit4: Bit3: Bit2: Bitl: BitO:
RS4 RS3 RS2 RS1 RSO Description

0 1 0 0 0 Reserved (setting prohibited)
1 SCIF channel 2 RXI (on-chip SCI with FIFO channel
2 receive-data-full interrupt request)**
1 0 SCIF channel 2 TXI (on-chip SCI with FIFO channel

2 transmit-data-empty interrupt request)*1

Reserved (setting prohibited)

1 0 0 TPU TGIOA (on-chip TPU input capture channel 0A
interrupt request)**
1 TPU TGIOB (on-chip TPU input capture channel 0B
interrupt request)**
1 0 TPU TGIOC (on-chip TPU input capture channel 0C
interrupt request)**
1 TPU TGIOD (on-chip TPU input capture channel 0D
interrupt request)**
1 0 0 0 0 Reserved (setting prohibited)

SIO channel 0 RDFI (on-chip SIO channel 0
receive-data-full interrupt request)**

1 0 SIO channel 0 TDEI (on-chip SIO channel 0
transmit-data-empty interrupt request)*l

Reserved (setting prohibited)

1 0 0 Reserved (setting prohibited)

SIO channel 1 RDFI (on-chip SIO channel 1
receive-data-full interrupt request)**

1 0 SIO channel 1 TDEI (on-chip SIO channel 1
transmit-data-empty interrupt request)**

Reserved (setting prohibited)
1 0 0 0 Reserved (setting prohibited)

SIO channel 2 RDFI (on-chip SIO channel 2
receive-data-full interrupt request)*1

1 0 SIO channel 2 TDEI (on-chip SIO channel 2
transmit-data-empty interrupt request)**

1 Reserved (setting prohibited)

1 * * Reserved (setting prohibited)

Note: * Don't care
1. When a transfer request is generated by an on-chip module, select cycle-steal as the
bus mode, dual transfer as the transfer mode, and falling edge detection for the DREQn
setting.
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11.2.7 DMA Operation Register (DMAOR)

Bit: 31 30 29 11 10 9 8
-1l -1 -] -l -1 -1-]
Initial value: 0 0 0 0 0 0 0
R/W:
Bit: 7 6 5 4 3 2 1 0
\ — \ — \ — \ — \ PR \ AE \ NMIF \ DME \
Initial value: 0 0 0 0 0 0 0 0
RIW: R R R R RW  R/(W)* RI(W)" RMW

Note: * Only 0 can be written, to clear the flag.

The DMA operation register (DMAOR) is a 32-bit read/write register that controls the DMA
transfer mode. It also indicates the DMA transfer status. Only the lower four of the 32 bits are
valid. DMAOR is written as a 32-bit value, including the upper 28 bits. DMAOR isinitialized to
H'00000000 by areset and in standby mode. It retains its value when the module standby function
is used.

Bits 31 to 4—Reserved: These hits are aways read as 0. The write value should always be 0.

Bit 3—Priority Mode Bit (PR): Specifies whether a fixed channel priority order or round-robin
mode is to be used there are simultaneous transfer requests for multiple channels. It isinitialized to
0 by areset and in standby mode. It retains its value when the module standby function is used.

Bit 3: PR Description
0 Fixed priority (channel 0 > channel 1) (Initial value)
1 Round-robin (Top priority shifts to bottom after each transfer. The

priority for the first DMA transfer after a reset is channel 1 > channel 0)

Bit 2—Address Error Flag Bit (AE): This flag indicates that an address error has occurred in the
DMAC. When the AE bit isset to 1, DMA transfer cannot be enabled even if the DE bit in the
DMA channel control register (CHCR) isset to 1. To clear the AE bit, read 1 from it and then
write 0. Operation is performed up to the DMAC transfer being executed when the address error
occurred. AE isinitialized to O by areset and in standby mode. It retains its value when the
module standby function is used.
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Bit 2. AE Description

0 No DMAC address error (Initial value)
To clear the AE bit, read 1 from it and then write O
1 Address error by DMAC

Bit 1—NMI FHag Bit (NMIF): This flag indicates that an NMI interrupt has occurred. When the
NMIF bit isset to 1, DMA transfer cannot be enabled even if the DE bit in the DMA channel
control register (CHCR) and the DME bit are set to 1. To clear the NMIF bit, read 1 from it and
then write 0. Operation is completed up to the end of the DMAC transfer being executed when
NMI was input. When the NMI interrupt isinput while the DMAC is not operating, the NMIF bit
issetto 1. The NMIF bit isinitialized to 0 by areset or in the standby mode. It retainsits value
when the module standby function is used.

Bit 1. NMIF Description

0 No NMIF interrupt (Initial value)
To clear the NMIF bit, read 1 from it and then write O

1 NMIF interrupt has occurred

Bit 0—DMA Master Enable Bit (DME): Enables or disables DMA transfers on all channels. A
DMA transfer becomes enabled when the DE bit in the CHCR and the DME bit are set to 1. For
this to be effective, the TE bit in CHCR and the NMIF and AE bits must all be 0. When the DME
bit is cleared, al channel DMA transfers are aborted. DME isinitialized to 0 by areset and in
standby mode. It retains its value when the module standby function is used.

Bit 0: DME Description
0 DMA transfers disabled on all channels (Initial value)
1 DMA transfers enabled on all channels
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11.3  Operation

When thereis a DMA transfer request, the DMAC starts the transfer according to the
predetermined channel priority; when the transfer-end conditions are satisfied, it ends the transfer.
Transfers can be requested in three modes: auto-request, external request, and on-chip module
request. A transfer can be in either single address mode or dual address mode. The bus mode can
be either burst or cycle-steal.

11.3.1 DMA Transfer Flow

After the DMA source address registers (SAR), DMA destination address registers (DAR), DMA
transfer count registers (TCR), DMA channel control registers (CHCR), DMA vector number
registers (VCRDMA), DMA request/response selection control registers (DRCR), and DMA
operation register (DMAOR) areinitialized (initializing sets each register so that ultimately the
condition (DE=1, DME =1, TE=0, NMIF = 0, AE = 0) is stisfied), the DMAC transfers data
according to the following procedure;

1. Checksto seeif transfer isenabled (DE=1, DME=1, TE=0, NMIF=0, AE=0)

2. When atransfer request occurs and transfer is enabled, the DMAC transfers 1 transfer unit of
data. (In auto-request mode, the transfer begins automatically after register initialization. The
TCR value will be decremented by 1.) The actual transfer flows vary depending on the address
mode and bus mode.

3. When the specified number of transfers have been completed (when TCR reaches 0), the
transfer ends normally. If the IE bit in CHCR is set to 1 at thistime, a DEI interrupt request is
sent to the CPU.

4. When an address error occurs in the DMAC or an NMI interrupt is generated, the transfer is
aborted. Transfers are also aborted when the DE bit in CHCR or the DME bit in DMAOR is
changed to O.

Figure 11.2 shows aflowchart illustrating this procedure.
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(e )

Initial settings
(SAR, DAR, TCR, CHCR,
VCRDMA, DRCR, DMAOR)

DE,
DME = 1 and NMIF,
AE, TE=0?

Has a
transfer request been
generated?*1

Bus
*3 mode, transfer

Yes|,
< request mode, DREQ detec-
< tion method?
Transfer
TCR-1 - TCR,

SAR, and DAR updated

16-byte transfer
in progress?

NMIF =1,
orAE=1,0or DE=0,
or DME
=0?

DEI interrupt request
(when IE = 1)

Yes

< Transfer aborted >

NMIF =1, or
AE=1,orDE=0,or

No

| TE=1 || TE=1 |
| |
< End transfer > < End normally )

Notes: 1. In auto-request mode, the transfer will start when the NMIF, AE, and TE bits are all 0
and the DE and DME bits are then set to 1.

Cycle-steal mode.

3. In burst mode, DREQ = edge detection (external request), or auto-request mode in
burst mode.

16-byte transfer cycle in progress.

5. End of a 16-byte transfer cycle.

n

P

Figure11.2 DMA Transfer Flow
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11.3.2 DMA Transfer Requests

DMA transfer requests are usually generated in either the data transfer source or destination, but
they can also be generated by devicesthat are neither the source nor the destination. Transfers can
be requested in three modes:. auto-request, external request, and on-chip peripheral module
request. The request mode is selected with the AR bit in DMA channel control registersOand 1
(CHCRO, CHCR1) and the RS0, RS1, RS2, RS3 and R4 hitsin DMA request/response selection
control registers 0 and 1 (DRCRO, DRCR1).

Table11.3 Selectingthe DMA Transfer Request Using the AR and RS Bits

CHCR DRCR
AR RS4 RS3 RS2 RS1 RSO Request Mode Resource Selection
0 0 0 0 0 0 Module request mode  DREQ (external request)
1 0 1 SCIF channel 1 RXI
1 0 SCIF channel 1 TXI
1 0 0 1 SCIF channel 2 RXI
1 0 SCIF channel 2 TXI
1 0 TPU TGIOA
1 TPU TGIOB
1 0 TPU TGIOC
1 TPU TGIOD
1 0 0 0 SIO channel 0 RDFI
1 0 SIO channel 0 TDEI
1 0 1 SIO channel 1 RDFI
1 0 SIO channel 1 TDEI
1 0 0 1 SIO channel 2 RDFI
1 0 SIO channel 2 TDEI
1 * * * * * Auto-request mode

Note: * Don't care

Auto-Request Mode: When there is no transfer request signal from an external source (asina
memory-to-memory transfer, the auto-request mode allows the DMAC to automatically generate a
transfer request signal internally. When the DE bitsin CHCRO and CHCR1 and the DME hit in
the DMA operation register (DMAOR) are set to 1, the transfer begins (so long asthe TE bitsin
CHCRO and CHCR1 and the NMIF and AE bitsin DMAOR are dll 0).
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External Request Mode: In this mode atransfer is started by atransfer request signal (DREQnN)
from an external device. Choose one of the modes shown in table 11.4 according to the application
system. When DMA transfer isenabled (DE =1, DME =1, TE=0, NMIF = 0, AE = 0), atransfer
is performed upon input of a DREQnN signal.

Table11.4 Selecting External Request Modeswith the TA and AM Bits

CHCR

Transfer
TA AM Address Mode  Acknowledge Mode Source Destination
0 O Dual address DACKn outputinread  Any* Any”
mode cycle
1 Dual address DACKn output in write  Any” Any*
mode cycle
1 0 Single address Data transferred from External memory or External device
mode memory to device memory-mapped with DACK
external device
1 Single address Data transferred from External device External memory
mode device to memory with DACK or memory-
mapped external
device
Note: * External memory, memory-mapped external device, and on-chip peripheral module

(excluding DMAC, BSC, UBC, cache memory, E-DMAC, and EtherC).

Chooseto detect DREQn either by the falling edge or by level using the DS and DL bitsin
CHCRO and CHCR1 (DS= 0islevel detection, DS = 1 is edge detection; DL = O is active-low,
DL = 1isactive-high). The source of the transfer request does not have to be the data transfer
source or destination.

When 0 (level detection) is set to the DS bit of CHCRO and CHCRL1, set the TB hit to 0 (cycle-
steal mode) and set the TS1 and TS0 bits of CHCRO and CHCRL to either 00 (byte unit), 01 (word
unit), or 10 (long word unit).

When O is set to the DS bit of CHCRO and CHCR1, when 1 (burst mode) is set to the TB bit of
CHCRO and CHCR1, and when 11 (16 byte unit) is set to the TS1 and TS0 hits of CHCR1 and
CHCR1, operation is not guaranteed.
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Table11.5 Selectingthe External Request Signal with the DSand DL Bits

CHCR
DS DL External Request
0 0 Low-level detection (can only be set in cycle-steal mode)
1 High-level detection (can only be set in cycle-steal mode)
1 0 Falling-edge detection
1 Rising-edge detection

On-Chip Module Request Mode: In this mode, transfers are started by a transfer request signal
(interrupt request signal) from an on-chip peripheral module. Transfer request signalsinclude
SCIF and SIO receive-data-full interrupts (RXI, RDFI), SCIF and SI O transmit-data-empty
interrupts (TXI1, TDEI), and TPU general registers (table 11.6). If DMA transfer is enabled (DE =
1, DME=1, TE=0, NMIF =0, AE = 0), DMA transfer starts upon input of atransfer request
signal.

When RXI or RDFI (transfer request due to an SCIF or SIO receive-data-full condition) isset asa
transfer request, the transfer source must be the receive dataregister of the corresponding module
(SCFRDR or SIRDR). When TXI or TDEI (transfer request due to an SCIF or SIO transmit-data-
empty condition) is set as atransfer request, the transfer destination must be the transmit data
register of the corresponding module (SCFTDR or SITDR).

Theserestrictions do not apply to TPU transfer requests.

When on-chip module request mode is used, an access size permitted by the peripheral module
register used as the transfer source or transfer destination must be set in bits TS1 and TS0 of
CHCRO and CHCR1.
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Table11.6 Selecting On-Chip Peripheral M odule Request M ode with the AR and RS Bits

DMA
DMA Transfer Transfer Transfer”
Request Request Transfer* Destina- Bus DREQ
AR RS4 RS3 RS2 RS1 RSO Source Signal Source tion Mode  Setting
0 0 0 1 0 1 SCIF channel 1 RXI SCFRDR1 Any Cycle- Edge,
receiver steal active-low
1 0 SCIF channel 1 TXI Any SCFTDR1 Cycle- Edge,
transmitter steal active-low
1 0 0 1 SCIF channel 2 RXI SCFRDR2 Any Cycle- Edge,
receiver steal active-low
1 0 SCIF channel 2 TXI Any SCFTDR2 Cycle- Edge,
transmitter steal active-low
1 0 0 TPU channel  TGIOA Any Any Cycle- Edge,
0A (excluding (excluding steal active-low
on-chip on-chip
RAM) RAM)
1 TPU channel  TGIOB Any Any Cycle- Edge,
0B (excluding (excluding steal active-low
on-chip on-chip
RAM) RAM)
1 0 TPU channel  TGIOC Any Any Cycle- Edge,
oC (excluding (excluding steal active-low
on-chip on-chip
RAM) RAM)
1 TPU channel  TGIOD Any Any Cycle- Edge,
(0]n] (excluding (excluding steal active-low
on-chip on-chip
RAM) RAM)
1 0 0 0 1 SIO channel 0 RDFI SIRDRO  Any Cycle- Edge,
receiver steal active-low
1 0 SIO channel 0 TDEI Any SITDRO Cycle- Edge,
transmitter steal active-low
1 0 1 SIO channel 1 RDFI SIRDR1  Any Cycle- Edge,
receiver steal active-low
1 0 SIO channel 1  TDEI Any SITDR1 Cycle- Edge,
transmitter steal active-low
1 0 0 1 SIO channel 2 RDFI SIRDR2  Any Cycle- Edge,
receiver steal active-low
1 0 SIO channel 2 TDEI Any SITDR2 Cycle- Edge,
transmitter steal active-low

Note: * Do not perform transfers between on-chip peripheral modules.
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For outputting transfer request from the SCIF, SIO, and TPU, the corresponding interrupt enable
bits must be set to output the interrupt signals. Note that transfer request signals from on-chip
peripheral modules (interrupt request signals) are sent not just to the DMAC but to the CPU as
well. When an on-chip peripheral module is specified as the transfer request source, set the
priority level valuesin the interrupt priority level registers (IPRC to IPRE) of the interrupt
controller (INTC) at or below the levels set in the 13 to 10 bits of the CPU’ s status register so that
the CPU does not accept the interrupt request signal.

With the DMA transfer request signalsin table 11.6, when DMA transfer is performed aDMA
transfer request (interrupt request) from any module will be cleared at the first transfer.

11.3.3 Channel Priorities

When the DMAC receives simultaneous transfer requests on two channels, it selects a channel
according to a predetermined priority order. Thereis a choice of two priority modes, fixed or
round-robin. The mode is selected by the priority bit, PR, in the DMA operation register
(DMAOR).

Fixed Priority Mode: In this mode, the relative channel priority levels are fixed. When PR is set
to 0, channel 0 has higher priority than channel 1. Figure 11.3 shows an example of atransfer in
burst mode.

DREQO \
DREQ1 \

Channel 0 Channel 0 Channel 1
5 destination destination destination
us
eycle A_CPU_X CPU X CPU X X X X X X X
Channel 0 Channel 0 Channel 1
source source source

Figure11.3 Fixed Mode DM A Transfer in Burst M ode
(Dual Address, DREQn Falling-Edge Detection)

In cycle-steal mode, once a channel 0 request is accepted, channel 1 requests are also accepted
until the next request is accepted, which makes more effective use of the bus cycle. If requests
come simultaneously for channel 0 and channel 1 when DMA operation is starting, the firstis
transmitted with channel 0, and thereafter channel 1 and channel O transfers are performed
aternately.
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DREQO \
DREQ1 \

Channel 0 Channel 1 Channel 0
B source source source
us
evcle Xcpu X cpu Xcpu X X X cpPu X X Xcru X X
Channel 0 Channel 1
destination destination

Figure11.4 Fixed Mode DMA Transfer in Cycle-Steal Mode
(Dual Address, DREQn Low-Level Detection)

Round-Robin Mode: Switchesthe priority of channel 0 and channel 1, shifting their ability to
receive transfer requests. Each time one transfer ends on one channel, the priority shiftsto the
other channel. The channel on which the transfer just finished is assigned low priority. After reset,
channel 1 has higher priority than channel 0.

Figure 11.5 shows how the priority changes when channel 0 and channel 1 transfers are requested
simultaneously and another channel O transfer is requested after the first two transfers end. The
DMAC operates asfollows:

1. Transfer requests are generated simultaneously to channels 1 and 0.

Channel 1 hasthe higher priority, so the channel 1 transfer beginsfirst (channel O waits for
transfer).

When the channel 1 transfer ends, channel 1 becomes the lower-priority channel.

The channel 0 transfer begins.

When the channel 0 transfer ends, channel 0 becomes the lower-priority channel.

A channel O transfer is requested.

The channel 0 transfer begins.

When the channel 0 transfer ends, channel 0 is already the lower-priority channel, so the order
remains the same.

N

O N O~
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Transfer requests| | Waiting channel | |DMAC operation|

1. Requests occur

inchannels
Oand 1

6. Request occurs —

in channel 0

None

None

| Channel priority order

2. Channel 1
-«
transfer starts 1>0
i Priority
3. Channel 1 changes

0>1
transfer ends

4. Channel 0 /

transfer starts

i Priority

5. Channel 0 _ Changes _ ., _,
transfer ends

Mting for
7. Channel 0 transfer request

transfer starts

Priority
8. Channel 0 does not change

1>0
transfer ends

Figure11.5 Channé Priority in Round-Robin Mode
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11.34 DMA Transfer Types

It can operate in single address mode or dual address mode, as defined by how many bus cycles
the DMAC takes to access the transfer source and transfer destination. The actual transfer
operation timing varies with the DMAC bus mode used: cycle-steal mode or burst mode. The
DMAC supports all the transfers shown in table 11.7.

Table11.7 Supported DMA Transfers

Destination

External On-Chip

Device with  External Memory-Mapped Peripheral On-Chip
Source DACK Memory External Device Module Memory
External device Not available Single Single Not available Not available
with DACK
External memory Single Dual Dual Dual* Dual
Memory-mapped Single Dual Dual Dual* Dual
external device
On-chip peripheral Not available Dual* Dual* Dual* Dual”
module
On-chip memory Not available Dual Dual Dual” Dual

Single: Single address mode
Dual: Dual address mode

Note: * Access size permitted by peripheral module register used as transfer source or transfer
destination (excluding DMAC, BSC, UBC, cache memory, E-DMAC, and EtherC).

Address M odes:

e Single Address Mode

In single address mode, both the transfer source and destination are external; one (selectable) is
accessed by a DACKn signal while the other is accessed by address. In this mode, the DMAC
performsthe DMA transfer in one bus cycle by simultaneously outputting atransfer request
acknowledge DACKn signal to one external device to accessit, while outputting an address to
the other end of the transfer. Figure 11.6 shows an example of atransfer between externa
memory and external device with DACK. That datais written in external memory in the same
bus cycle while the external device outputs data to the data bus.
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External address bus External data bus

This LSI

DMAC

|—\] N
External
| memory
| .
External device
with DACK
—~JJ N, 7y
DACKnN
DREQn

----»: Data flow

Figure11.6 DataFlow in Single Address Mode

Two types of transfers are possible in single address mode: 1) transfers between external
devices with DACK and memory-mapped external devices; and 2) transfers between external
devices with DACK and external memory. For both of them, transfer must be requested by the
external request signal (DREQN). For the combination of the specifiable setting to perform
datatransfer using an external request (DREQN), see table 11.9. Figure 11.7 shows the DMA
transfer timing for single address mode.

RENESAS
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CKIO

Address output to external
A24-A0 :>< >< “ memory space
cs \ /
S -« Wirite strobe signal to external
WE memory space

< > Data output from external
— -
b31-Do device with DACK
DACKn \ / -«—— DACK signal (active low) to external
device with DACK
BS \ /

a. External device with DACK to external memory space

CKIO

A24-A0 X >< < Address output to external
memory space
cs -/ .
Read strobe signal to external
RD \ memory space

: Data output from external
| e
D31-D0 memory space
DACKn \ / -« DACK signal (active low) to external
device with DACK
BS /

b. External memory space to external device with DACK

Figure11.7 DMA Transfer Timingin Single Address M ode

¢ Dual Address Mode

In dual address mode, both the transfer source and destination are accessed (selectable) by
address. The source and destination can be located externally or internally. The DMAC
accesses the source in the read cycle and the destination in the write cycle, so the transfer is
performed in two separate bus cycles. The transfer data is temporarily stored inthe DMAC.
Figure 11.8 shows an example of atransfer between two external memories in which datais
read from one external memory in the read cycle and written to the other external memory in
the following write cycle.
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External data bus

This LS| ™,

I [ Jo-oclm External
DMAC <<> < y memory

— External

— memory

T

----- » : Data flow
1: Read cycle
2: Write cycle

Figure11.8 DataFlow in Dual AddressMode

In dual address mode transfers, external memory and memory-mapped external devices can be
mixed without restriction. Specifically, this enables transfers between the following:

O O 0Ooo

O

Transfer between external memory and external memory
Transfer between external memory and memory-mapped external device
Transfer between memory-mapped external device and memory-mapped external device

Transfer between external memory and on-chip peripheral module (excluding DMAC,
BSC, UBC, cache, E-DMAC, and EtherC)*

Transfer between memory-mapped external device and on-chip peripheral module
(excluding DMAC, BSC, UBC, cache, E-DMAC, and EtherC)*

Transfer between on-chip memory and on-chip memory

Transfer between on-chip memory and memory-mapped external device

Transfer between on-chip memory and on-chip peripheral module (excluding DMAC,
BSC, UBC, cache, E-DMAC, and EtherC)*

Transfer between on-chip memory and external memory

Transfer between on-chip peripheral module (excluding DMAC, BSC, UBC, cache, E-
DMAC, and EtherC) and on-chip peripheral module (excluding DMAC, BSC, UBC, cache,
E-DMAC, and EtherC)*

Note: * Access size permitted by peripheral module register used astransfer source or

transfer destination (excluding DMAC, BSC, UBC, cache, E-DMAC, and EtherC).
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Transfer requests can be auto-request, external requests, or on-chip peripheral module requests.
If the transfer request source isthe SCIF or SIO, an SCIF or SIO register, respectively, must be
the transfer destination or transfer source (see table 11.6). For the combination of the
specifiable setting to perform data transfer using an external request (DREQn), seetable 11.9.
Dual address mode outputs DACKn in either the read cycle or write cycle. The
acknowledge/transfer mode bit (AM) of the DMA channel control registers 0 and 1 (CHCRO
and 1) specifieswhether DACK is output in either the read cycle or the write cycle.

Figure 11.9 shows the DMA transfer timing in dual address mode.

CKIO

Address output to
A24-A0 >< >< >< *— external memory space

CS

L Read strobe signal to
RD external memory space

Write strobe signal to
WE NS <+— external memory space

I/O data of external
D31-DO >< memory space
-a— DMAC acknowledge signal

DACKn gesig

(active-low)

BB\ N/

Figure11.9 DMA Transfer Timingin Dual Address Mode
(External Memory Space — External Memory Space, DACKn Output in Read Cycle)
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BusM odes. There are two bus modes: cycle-steal and burst. Select the mode with the TB bitsin
CHCRO and CHCR1.

e Cycle-Steal Mode

In cycle-steal mode, the busright is given to another bus master each time the DMAC
completes one transfer. When another transfer request occurs, the bus right is retrieved from
the other bus master and another transfer is performed for one transfer unit. When that transfer
ends, the bus right is passed to the other bus master. Thisis repeated until the transfer end
conditions are satisfied. (in the case of 16-byte transfer in dual address mode, the DMAC
continues to hold the bus)

Cycle-steal mode can be used with all categories of transfer destination, transfer source, and
transfer request source. (with the exception of transfers between on-chip peripheral modules)
The CPU may take the bus twice when an acknowledge signal is output during the write cycle
or in single address mode. Figure 11.10 shows an example of DMA transfer timing in cycle-
steal mode. The transfer conditions for the example in the figure are as shown below.

When the transfer request source is an external request mode with level detection in the cycle-
steal mode, set the TS1 and TS0 bits of CHCRO and CHCRL to either 00 (byte unit), 01 (word
unit), or 01 (longword unit). If the TS1 and TS0 bits of CHCRO and CHCR1 are set to 11 (16-
byte transfer), operation is not guaranteed.

¢ Dual address mode
« DREQn level detection

DREQn _\ /

Bus right returned to CPU

f_/H
CS’CL:: ><CPU >< CPU><CPU ><DMAC><DMAC>< CPU XDMAC DMAC>< CPU ><
Read Write Read Write

Figure11.10 DMA Transfer Timingin Cycle-Steal M ode
(Dual AddressMode, DREQn Low Level Detection)
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Burst Mode

In burst mode, once the DMAC gets the bus, the transfer continues until the transfer end
condition is satisfied. When external request mode is used with level detection of the DREQ
pin, however, negating DREQ will pass the bus to the other bus master after completion of the
bus cycle of the DMAC that currently has an acknowledged request, even if the transfer end
conditions have not been satisfied. When the transfer request source is an on-chip peripheral
module, however, cycle-steal mode is always used.

Figure 11.11 shows an example of DMA transfer timing in burst mode. The transfer conditions
for the example in the figure are as shown below.

« Single address mode
« DREQn level detection

DREQN _\ /

c?;: ><CPU >< CPU>< CPU ><DMAC><DMAC><DMAC><DMAC>< CPU >< CPU >< CPU><

Figure11.11 DMA Transfer Timingin Burst Mode
(Single Address, DREQn Falling-Edge Detection)

Refreshes cannot be performed during a burst transfer, so ensure that the number of transfers
satisfies the refresh request period when amemory requiring refreshing is used. When the
transfer request source is an externa request (DREQN) in burst mode, set the DS bit of CHCRO
and CHCR1 to 1 (edge detection). If the DS bits of CHCRO and CHCR1 are set to O (level
detection), operation is not guaranteed.
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Relationship of Request M odes and Bus Modes by DM A Transfer Category: Table 11.8
shows the relationship between request modes, bus modes, etc., by DMA transfer category.

Table11.8 Relationship of Request Modes and Bus Modes by DM A Transfer Category

Address Bus Transfer
Mode Transfer Range Request Mode*? Mode*’ Size (Byte)
Single Between external memory and  External B/C 1/2/4/16*2
external device with DACK
Between external device with  External B/IC 1/2/4/16*®
DACK, and memory mapped
external device
Dual Between external memories External B/C 1/2/4/16*®
Automatic B/C 1/2/4/16
Internal peripheral module** C 1/2/4
Between external memory and  External B/C 1/2/4/16*2
memory mapped external Automatic B/C 1/2/4/16
device
Internal peripheral module**  C 1/2/4
Between memory mapped External B/C 1/2/4/16*8
external devices Automatic BIC  1/2/4/16
Internal peripheral module** C 1/2/4
Between external memory and  External B/C 1/2/4**
internal peripheral module Automatic B/C 1/2/4**
Internal peripheral module*®> C 1/2/4**
Between memory mapped External B/C 1/2/4**
extc_ernal device and internal Automatic B/C 1/2/4**
peripheral module
Internal peripheral module*?> C 1/2/4**
Between internal memories Automatic B/C 1/2/4/116
Between internal memory and  External B/C 1/2/4/16*8
mer_nor*ys mapped external Automatic B/C 1/2/4/16
device
Internal peripheral module*! C 1/2/4
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Address Bus Transfer
Mode Transfer Range Request Mode*? Mode*’ Size (Byte)
Dual Between internal memory and  External B/C 1/2/4**
internal peripheral module Automatic B/C 1/2/4**
Internal peripheral module*?> C 1/2/4**
Between internal memory and  External B/C 1/2/4/16*®
*6
external memory Automatic BIC  1/2/4/16
Internal peripheral module** C 1/2/4
Between internal peripheral External B/C 1/2/4**
modules Automatic B/IC 1/2/4**
Internal peripheral module*®> C 1/2/4**
Notes: B: Burst mode

C: Cycle steal mode

1. For on-chip peripheral module requests, do not specify SCIF and SIO as a transfer
request source.

2. When the transfer request source is SCIF or SIO, the transfer source or transfer
destination must be SCIF and SIO, respectively.

3. When the request mode is set to internal peripheral module request, set the DS bit and
the DL bit of CHCRO and CHCR1 to 1 and O, respectively (detection at the falling edge
of DREQn). In addition, the bus mode can only be set to cycle-steal mode.

4. Specify the access size that is allowed by the internal peripheral-module registers,
which are a transfer source or a transfer destination.

5. When transferring data from internal memory to a memory mapped external device, set
DACKn to write-time output. When transferring from a memory mapped external device
to internal memory, set DACKn to read-time output.

6. When transferring data from internal memory to external memory, set DACKn to write-
time output. When transferring from external memory to internal memory, set DACKn to
read-time output.

7. When B (burst mode) is set in the external request mode, set the DS bits of CHCRO
and CHCR1 to 1 (edge detection). If they are set to 0 (level detection), operation cannot
be guaranteed.

8. Transfer in units of 16 bytes is enabled only when edge detection has been specified. If

transfer is attempted in units of 16 bytes when level detection has been specified,
operation cannot be guaranteed.
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Table 11.9 shows the combinations of request mode, bus mode, and address mode that can be
specified in the external request mode.

Table11.9 Combinations of Request M ode, Bus M ode, and Address M ode Specifiablein
the External Request Maode

Dual Address Mode Single Address Mode
Burst Cycle-Steal Burst Cycle-Steal
Request Mode Mode Mode Mode Mode

External Level Byte — (0] — (0]
request  detection™® o4 — o - o
Longword — (0] — (0]
16-byte unit — — — —
Edge Byte (0] (0] (0] (0]
detection*? "\, o o o o
Longword (0] (0] (0] (0]
16-byte unit (0] @) @) (0]

Notes: O: Can be set
—: Cannot be set
1. The same for high-level and low-level detection.
2. The same for rising-edge detection and falling-edge detection.

BusMode and Channel Priority: When agiven channel (1) istransferring in burst mode and
thereisatransfer request to achannel (0) with a higher priority, the transfer of the channel with
higher priority (0) will begin immediately. When channel 0 is also operating in the burst mode, the
channel 1 transfer will continue as soon as the channel 0 transfer has completely finished. When
channel 0 isin cycle-steal mode, channel 1 will begin operating again after channel 0 completes
the transfer of one transfer unit, but the bus will then switch between the two in the order channel
1, channél O, channel 1, channel 0. Since channel 1 isin burst mode, it will not give the bus to the
CPU. Thisexampleisillustrated in figure 11.12.

Bus

DMAC ch0ADMAC Ch:><DMAC chlx CPU ><
state

>< CPU  ADMAC ch1><DMAC ch1ADMAC cho,

DMAC ch:><DMAC ch% DMAC ch§ DMAC CHXDMAC chy,

cho T chl T ch0 T chl cho
cPU | DMACcht | DMAC chi/ch0 [ omaceht | cpu
Burst mode bus right transfers Burst mode

Figure 11.12 Bus Status when Multiple Channelsare Operating
(when priority order ischO > chl, chlisset to burst mode, and chOto cycle-steal mode)
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11.3.5 Number of Bus Cycles

The number of statesin the bus cycle when the DMAC is the bus master is controlled by the bus
state controller (BSC) just asit is when the CPU is the bus master. For details, see section 7, Bus
State Controller (BSC).

11.36 DMA Transfer Reguest Acknowledge Signal Output Timing

DMA transfer request acknowledge signal DACKn is output synchronous to the DMA address
output specified by the channel control register AM hit of the address bus. Normally, the
acknowledge signal becomes valid when DM A address output begins, and becomesinvalid 0.5
cycles before the address output ends. (See figure 11.13.) The output timing of the acknowledge
signal varies with the settings of the connected memory space. The output timing of acknowledge
signals in the memory spacesis shown in figure 11.13.

AVl AVA T AN

DACKnN
(Active high)

0.5 cycles

Addressbus X CPU DMAC X

Figure 11.13 Example of DACKn Output Timing

Acknowledge Signal Output when External Memory |s Set as Ordinary M emory Space:
Thetiming at which the acknowledge signal is output is the same in the DMA read and write
cycles specified by the AM hit (figures 11.14 and 11.15). When DMA address output begins, the
acknowledge signal becomes valid; 0.5 cycles before address output ends, it becomesinvalid. If a
wait isinserted in this period and address output is extended, the acknowledge signal is also
extended.

Rev. 2.00, 03/05, page 498 of 884
RENESAS




Ty Tw T2

e aVaVaValaVaVaVaVaValavavay el
DACKn A\

(Active high)

0.5 cycles
DMAC |invalid DMAC
read write write
Addfﬁi X__cpu X X  cpu DMAC read
Basic timing 1 wait inserted

Figure 11.14 DACKnN Output in Ordinary Space Accesses (AM =0)

N AVAVAVAVAVAVAVAVAVAVAVAVAVAVAN
DACKn [\ A\

(Active high)

DMAC |nvalid DMAC Invalid
Add read write  write write
e X ) cPu X DMACread X DMAC write
Basic timing 1 wait inserted

Figure 11.15 DACKnN Output in Ordinary Space Accesses (AM = 1)

In alongword access of a 16-bit external device (figure 11.16) or an 8-bit external device (figure
11.17), or aword access of an 8-bit external device (figure 11.18), the lower and upper addresses
are output 2 and 4 times in each DMAC accessin order to align the data. For all of these
addresses, the acknowledge signal becomes valid simultaneous with the start of output and the
signal becomes invalid 0.5 cycles before the address output ends. When multiple addresses are
output in asingle accessto align data for synchronous DRAM, DRAM, or burst ROM, an
acknowledge signal is output to those addresses as well.
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Clock _/_\_/_\_/

DACKnN

N\ \

N\ O\

(Active high)

Address
bus

*1

\

Invalid

*2 write

CPUH

DMAC read H

DMAC read L X

DMAC write

Notes: 1. H: MSB side
2. L:LSB side

Basic timing

(AM =0, Longword Accessto 16-Bit External Device)

Figure11.16 DACKnN Output in Ordinary Space Accesses

Clock

DACKn
(Active high)

Address
bus

VAVAWRWAY

AWAYAWAW

N\ O\

\

\ \

\

DMAC DMAC DMAC DMAC
read HH read HL read LH read LL
X cpu
Basic timing

Figure11.17 DACKnN Output in Ordinary Space Accesses
(AM =0, Longword Accessto 8-Bit External Device)

Clock

DACKn
(Active high)

Address
bus

SN\

N\ \

\

\

AWAWAW WA

Invalid
write

CPU

DMAC read H

DMAC read L X

DMAC write

Basic timing

Rev. 2.00, 03/05,

Figure11.18 DACKnN Output in Ordinary Space Accesses
(AM =0, Word Accessto 8-Bit External Device)
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Acknowledge Signal Output when External Memory Is Set as Synchronous DRAM: When
external memory is set as synchronous DRAM, DACKn output becomes valid simultaneously
with the start of the DMA address, and becomes invalid when the address output ends.

When external memory is set as synchronous DRAM auto-precharge and AM = 0, the
acknowledge signal is output across the row address, read command, wait and read address of the
DMAC read (figure 11.19). Since the synchronous DRAM read has only burst mode, during a
single read an invalid address is output; the acknowledge signal, however, is output on the same
timing (figure 11.20). At thistime, the acknowledge signal is extended until the write addressis
output after theinvalid read. A synchronous DRAM burst read is performed in the case of 16-byte
transfer. As 16-byte transfer is enabled only in auto-request mode and in external request mode
with edge detection, when using on-chip peripheral module requests or external request mode with
level detection, byte, word, or longword should be set as the transfer unit. Operation is not
guaranteed if a 16-byte unit is set when using on-chip peripheral module requests or external
request mode with level detection. When AM = 1, the acknowledge signal is output across the row
address and column address of the DMAC write (figure 11.21).

SV AWAWAWAWAWAWAWAWI

DACKn
(Active high) Read —
command
Row
address
Address
bus >< CPU >< >< Read 1 A Read 2 A Read 3 )\ Read 4

A
\ 4

DMAC read (basic timing)

Figure11.19 DACKnN Output in Synchronous DRAM Burst Read
(Auto-Precharge, AM =0)
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DACKn
(Active highy — Read
command
Row Row Column
Address address address address
bus >< CPU X XRead Invalid read X ><
) DMAC read - DMAC write -

(basic timing)

(basic timing)

Figure 11.20 DACKnN Output in Synchronous DRAM Single Read
(Auto-Precharge, AM =0)

DACKnN
(Active high)

Row Column
address address

Address
bus

X

< »

DMAC write (basic timing)

o \_/\

Figure11.21 DACKnN Output in Synchronous DRAM Write
(Auto-Precharge, AM =1)
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When external memory is set as bank active synchronous DRAM, during aburst read the
acknowledge signal is output across the read command, wait and read address when the row
addressis the same as the previous address output (figure 11.22). When the row addressis
different from the previous address, the acknowledge signal is output across the precharge, row
address, read command, wait and read address (figure 11.23).

WA AWAWAWRWEAWEN

DACKn
(Active high) E—
Read
command
Address
bus >< CPU >< Read 1 X Read 2 X Read 3X Read 4

DMAC read (basic timing)

Figure11.22 DACKnN Output in Synchronous DRAM Burst Read
(Bank Active, Same Row Address, AM = 0)

S VAAWAW BWAWAWAWAWEW WY

DACKn \
(Active high)
Pre- Row Read
i charge address command
Address
bus >< CPU >< >< ><Read 1XRead 2) Read 3 XRead 4
DMAC read

(basic timing)

Figure11.23 DACKnN Output in Synchronous DRAM Burst Read
(Bank Active, Different Row Address, AM = 0)
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When external memory is set as bank active synchronous DRAM, during asingle read the
acknowledge signal is output across the read command, wait and read address when the row
addressis the same as the previous address output (figure 11.24). When the row addressis
different from the previous address, the acknowledge signal is output across the precharge, row
address, read command, wait and read address (figure 11.25). Since the synchronous DRAM read
has only burst mode, during asingle read an invalid address is output; the acknowledge signal is
output on the same timing. At thistime, the acknowledge signal is extended until the write address
is output after the invalid read.

DACKn \

(Active high)

Read Row Column

Add command address address
ress

bus >< CPU XRead Invalid read X X ><

»

>
< >

DMAC read (basic timing) DMAC write (basic timing)

Figure11.24 DACKnN Output in Synchronous DRAM Single Read
(Bank Active, Same Row Address, AM =0)

DACKn Row
(Active high) address
Pre- Read Row Column
Add charge ¥ command Read address address
o X__cpPu X X X Invalid read X X
) DMAC read " DMAC write -
(basic timing) (basic timing)

Figure11.25 DACKnN Output in Synchronous DRAM Single Read
(Bank Active, Different Row Address, AM =0)
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When external memory is set as bank active synchronous DRAM, during awrite the acknowledge
signal is output across the wait and column address when the row address is the same as the
previous address output (figure 11.26). When the row address is different from the previous
address, the acknowledge signal is output across the precharge, row address, wait and column
address (figure 11.27).

Clock _\_/—\_/_\_/_\_

DACKnN
(Active highy —— N

Column
Address address
bus
-
DMAC write

(basic timing)

Figure11.26 DACKnN Output in Synchronous DRAM Write
(Bank Active, Same Row Address, AM =1)

Clock _\_/—\_/_\_/—\_/_\_/_\_

DACKn
(Active high)

Row  Column
Precharge address address

Address
bus >< ><

DMAC write
(basic timing)

A
v

Figure 11.27 DACKnN Output in Synchronous DRAM Write
(Bank Active, Different Row Address, AM = 1)
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« Synchronous DRAM one-cycle write

When aone-cycle write is performed to synchronous DRAM, the DACKn signal is
synchronized with the rising edge of the clock. A request by the request signal is accepted
while the clock is high during DACKn output.

Byte/Word/Longword DREQn Detection

Transfer Width Transfer** Method Level Detection
Transfer bus mode Cycle-steal mode*? DACKn output timing ~ Write DACK
Transfer address mode  Single mode Bus cycle Basic bus cycle

Notes: 1. Do not set a 16-byte unit; operation is not guaranteed if this setting is made.
2. Cycle-steal mode must be set when DREQ is level-detected.

Clock
Bus cycle X cpu X1 cpu X bwmact X cpu Ypwack  cpu XpmacsXcPu
Al
DREn [ ewdzne77] Z 7 7
(Active high) 1st 2nd 3rd 4th e
acceptance acceptance acceptance acceptance

(Active high) DACK1 DACK2 DACK3

RAS \ /

cas \ A A A
RD/WR \_/—\_/ \_/
WEN/DQMxx %\// % W % W % W

||

Figure11.28 (a) Synchronous DRAM One-Cycle Write Timing

Byte/Word/Longword DREQn Detection

Transfer Width Transfer Method Edge Detection®
Transfer bus mode Burst mode DACKn output timing ~ Write DACK
Transfer address mode  Single mode Bus cycle Basic bus cycle

Note: * Edge detection must be set when burst mode is selected as the transfer bus mode.
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Clock

Buscyde X cPu X| cpu X Dmact Xomacpwacipomacs  cPu X cpu

DRE i

on [ eindsons 7
(Active high) Acceptance .
DACKn / \

(Active high) DACK1 DACK2 DACK3 DACK4

-
CAS_ \ \ /
RDWR / \ /

WEN/DQMxx %W ﬁ( W

Figure 11.28 (b) Synchronous DRAM One-Cycle Write Timing

Acknowledge Signal Output when External Memory I's Set as DRAM : When external memory
is set as DRAM and arow addressis output during aread or write, the acknowledge signal is
output across the row address and column address (figures 11.29 to 11.31).

DACKn
(Active high) \
Row
Precharge |address

Addrgj: >< ><Co|umn address ><

»
>

A

DMAC read or write
(basic timing)

Figure11.29 DACKnN Output in Normal DRAM Accesses (AM =0or 1)
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DACKn
(Active highy | AN

Column
address
Address
bus
—>

DMAC read or write
(basic timing)

Figure11.30 DACKnN Output in DRAM Burst Accesses
(Same Row Address, AM =0or 1)

DACKn
(Active high) / \

Pre- Row
charge |address

><COIumn address ><

Address
bus

»
>

A

DMAC read or write
(basic timing)

Figure11.31 DACKnN Output in DRAM Burst Accesses
(Different Row Address, AM =0or 1)
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Acknowledge Signal Output When External Memory Is Set as Burst ROM: When external
memory is set as burst ROM, the acknowledge signal is output synchronousto the DMA address
(no dual writes allowed) (figure 11.32).

DACKnN
(Active high) \_ \_

Address
bus

DMAC cycle DMAC cycle ><

< > >

DMAC (1 wait state)

Figure 11.32 DACKnN Output in Nibble Accesses of Burst ROM

11.3.7 DREQn Pin Input Detection Timing

In external request mode, DREQn pin signals are usually detected at the falling edge of the clock
pulse (CKIO). When arequest is detected, a DMAC bus cycle is produced four cycles later a the
earliest and a DMA transfer performed. After the request is detected, the timing of the next input
detection varies with the bus mode, address mode, DREQn input detection, and the memory
connected.

DREQnN Pin Input Detection Timing in Cycle-Steal M ode: In cycle-steal mode, once arequest
is detected from the DREQn pin, the request signal is not detected until DACKn signal output in
the next external bus cycle. In cycle-steal mode, request detection is performed from DACKn
signal output until a request is detected.

Once arequest has been accepted, it cannot be canceled midway.

The timing from the detection of arequest until the next time requests are detectable is shown
below.

* Cycle-Steal Mode Edge Detection
When transfer control is performed using edge detection, perform DREQn/DACKnN
handshaking as shown in figure 11.33, and perform DREQn input control so that thereisa
one-to-one relationship between DREQn and DACKn. Operation is not guaranteed if DREQnN
isinput before the corresponding DACKn is output.
If the DACKn signal is output a number of times, the first DACKn signal for the input DREQnN
signal indicates the request acceptance start timing, and subsequently each clock edgeis
sampled.
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Bus cycle cPu pmac  X| bmac X cpu X(( cru X _bmac X DMAC
1st 2nd 3rd

DREQn acceptance acceptance acceptance

(Rising-edge

detection)

DACKn

(Active high)

/Né/

Figure 11.33 DREQn/DACKn Handshaking
» Edge Detection—1/2/4-Byte Transfer

DREQn Detection

Transfer Width Byte/Word/Longword  Method Edge Detection

Transfer bus mode Cycle-steal mode DACKn output timing ~ Read DACK/write
DACK

Transfer address mode  Dual/single mode Bus cycle Basic bus cycle

Clock
Bus cycle cPu X DMAC X cpu
//_/////////7
DREQnN Blind zone

(Active high)

1st 2nd

acceptance acceptance
DACKn
(Active high) / \
I Requests acceptable

Figure11.34 DREQnN Pin Input Detection Timing in Cycle-Steal Mode with Edge Detection
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Clock

Bus cycle >< CPU/R CPU X Phe X PMAC ><:

K

DREQn )///////
. B Blind zone” \
(Active high) 1st \ >nd

acceptance acceptance

DACKn

(Active high) DAHCK DALCK

Figure 11.35 When al6-Bit External Device is Connected (Edge Detection)

Clock
Bus cycle CPU CPUX DMAC X DMAC Y DMAC X DMAC ><
DREQn /él/lﬁd zone

(Active high)

acceptance acceptance

Y oacc omcx S oack

DACK DACK DACK DACK

DACKn
(Active high)

Figure11.36 When an 8-Bit External Device is Connected (Edge Detection)
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* Cycle-Steal Mode Edge Detection—16-Bit Transfer

With 16-byte transfer, the first request signal isthe first transfer request, and the second
transfer request is accepted when the next request signal is accepted. The third and fourth
regquests are accepted in the same way.

DREQn Detection

Transfer Width 16-Byte Transfer Method Edge Detection
Transfer bus mode Cycle-steal mode DACKn output timing Read DACK/write
DACK
Transfer address mode Dual/single mode Bus cycle Basic bus cycle
Clock w
Bus cycle ch CPU XDMAC*IXDMAC*ZXDMAC*3XDMAC*4 DMA
DREQn . /00
(Active high) Blindgone | \
1st 2nd

acceptance) acceptance

DACKn
(Active high)

o

DACK*1 DACK*2 DACK*3 DACK*4

Note: * nis the nth 16-byte transfer.

Figure 11.37 DREQn Pin Input Detection Timing in Cycle-Steal M ode with Edge Detection
(16-Byte Transfer Setting)
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* Cycle-Steal Mode Level Detection
In level detection mode, too, arequest cannot be canceled once accepted.

DREQn Detection

Transfer Width Byte/Word/Longword® Method Level Detection

Transfer bus mode Cycle-steal mode DACKnN output timing Read DACK/write
DACK

Transfer address mode Dual/single mode Bus cycle Basic bus cycle

Note: * Do not set a 16-byte unit; operation is not guaranteed if this setting is made.

Clock

Buscycle X | CPU CPU DMAC! X CPU
DREQn ? K T ?7//_//////////
(Active highy —/ | “Bind zone’””” 1 Blind zone
1st 2nd:
acceptance acceptance

DACKn —\
(Active high) i . !

Requests acceptable

Figure 11.38 DREQn Pin Input Detection Timing in Cycle-Steal M ode with Level Detection
(Byte/Word/Longword Setting)

Clock

Bus cycle >< CPU A/CPU X DMAC X DIAC ><:

2l

®---

...\\_\_iga_.__.

DREQnN > 7
(Active high) J 1 7/Blind zone 7 Blind zone
' 2nd

acce p;ance

DACKn
(Active high)

DACK  DACK'
H L

Figure 11.39 When a 16-Bit External Device is Connected (L evel Detection)
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Clock

Bus cycle >< CPU X/CPU X PMAC ) DMAC ) DMACY D'mc ><:

&
N4
7/Blind zone 7 /Blind zone
2nd
acceptance

DACK DACK DACK DACK *
HH HL LH LL

DREQn
(Active high)

e -------

DACKn
(Active high)

Figure 11.40 When an 8-Bit External Deviceis Connected (Level Detection)

DREQn Pin Input Detection Timingin Burst Mode: In burst mode, only edge detection is valid
for DREQn input. Operation is not guaranteed if level detection is set.

With edge detection of DREQn input, once arequest is detected, DMA transfer continues until the
transfer end condition is satisfied, regardless of the state of the DREQnN pin. Request detection is
not performed during this time. When the transfer start conditions are fulfilled after the end of
transfer, request detection is performed again every cycle.

Clock

Buscyde X cpu X [ cpu X bwact X bmacz X bmacs X bmaca X cpu

Bus DREQn e
(Active high) /Blind zone 7
Acceptance

DACKn

(Active high) X / \_/ \_/ \_/ \—

Figure11.41 DREQn Pin Input Detection Timing in Burst Mode with Edge Detection

Rev. 2.00, 03/05, page 514 of 884
RENESAS




11.3.8 DMA Transfer End

The DMA transfer ending conditions vary when channels end individually and when both
channels end together.

Conditions for Channels Ending I ndividually: When either of the following conditions is met,
the transfer will end in the relevant channel only:

The DMA transfer count register (TCR) value becomes 0.
The DMA enable bit (DE) of the DMA channel control register (CHCR) iscleared to O.

* Transfer end when TCR=0
When the TCR value becomes 0, the DMA transfer for that channel ends and the transfer-end
flag bit (TE) isset in CHCR. If the |E (interrupt enable) bit has already been set, aDMAC
interrupt (DEI) request is sent to the CPU. For 16-byte transfer, set the number of transfers x 4.
Operation is not guaranteed if an incorrect value is set.
A 16-byte transfer is valid only in auto-request mode or in external request mode with edge
detection. When using an external request with level detection or on-chip peripheral module
request, do not specify a 16-byte transfer.

e Transfer end when DE =0in CHCR
When the DMA enable bit (DE) in CHCR is cleared, DMA transfers in the affected channel
are halted. The TE bit is not set when this happens.

Conditionsfor Both Channels Ending Smultaneously: Transfers on both channels end when
either of the following conditions is met:

The NMIF (NMI flag) bit or AE (address error flag) bit in DMAOR is set to 1.
The DMA master enable (DME) bit is cleared to 0 in DMAOR.

* Transfer end when NMIF=1or AE=1inDMAOR

When an NMI interrupt or DMAC address error occurs and the NMIF or AE bitissetto1lin
DMAOR, al channels stop their transfers. The DMA source addressregister (SAR),
destination address register (DAR), and transfer count register (TCR) are all updated by the
transfer immediately preceding the halt. When this transfer isthe final transfer, TE = 1 and the
transfer ends. To resume transfer after NMI interrupt exception handling or address error
exception handling, clear the appropriate flag bit. When the DE bit isthen set to 1, the transfer
on that channel will restart. To avoid this, keep its DE bit at 0. In dual address mode, DMA
transfer will be halted after the completion of the following write cycle even when the address
error occursin theinitial read cycle. SAR, DAR and TCR are updated by the final transfer.

* Transfer end when DME =0in DMAOR

Clearing the DME bit in DMAOR forcibly aborts the transfers on both channels at the end of
the current bus cycle. When the transfer isthe final transfer, TE = 1 and the transfer ends.
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11.3.9  BH Pin Output Timing

Purpose of New Specifications for BH: When the SH7615 is connected to the PCI bus as an
external bus, Grew logic must be used externally because the SH7615 is not equipped with aPCl
bus interface.

The PCI bus uses burst transfer principally, and performance is poor if dataistransferred in small
increments.

Due to these properties of the PCI bus, it is necessary to use Grew logic externally to compare the
present address and the next address and determine whether burst transfer is possible. However,
the size of the external Grew logic increases if address comparisons are required, and thereisalso
the possihility that delays may interfere with timing requirements.

The specifications for BH have therefore been updated in order to solve these problems. Now if
burst transfer is possible using the present address this information is passed to the external Grew
logic. This provides enhanced support for PCI bus connections.

Register Settings When Using BH Pin: BH is output from only when the 16-byte transfer mode
is selected using the DMAC built into the SH7615. However, it is not output when SDRAM or
DRAM are accessed. When using the 16-byte transfer mode, specify auto-request mode or the
external request mode with edge detection. If external request mode with level detection or on-
chip module request mode is specified, operation is not guaranteed.

To use BH, the settings for the CHCRO register or CHCR1 register in the on-chip DMAC of the
SH7615 must be as shown in figure 11.43. BH is not output unless the settings for the CHCRO
register or CHCR1 register are asindicated in figure 11.42.

Bit 31|30 |29 |28 |27 | 26|25 |24 |23 |22 |21 |20 |19 |18 | 17 | 16
Bitname| — | — | — | — | — | — | — | — | — | — | — | — | — | — | — | —
Setting | O 0 0 0

Bit 15 | 14 |13 |12 |11 | 10| 9 8 7 6 5 4 3 2 1 0
Bit name [DM1|DMO|SM1|SM0O|TS1|TSO| AR | AM | AL | DS | DL | TB | TA | IE | TE | DE
Setting | O 1 0 1 1 1 * * * * * * * * * 1

o
o
o
o
o
o
o
o
o
o
o
o

—
—» 16-byte unit (four long words transferred) L DMA transfer
L———» Source address is incremented allowed

» Destination address is incremented * Don't care

Figure11.42 Register Settings When Using BH
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Summary of BH Timing: Figure 11.43 is asummary of the BH output timing.

External cpu Y DMAC |/ DMAC \/ DMAC }/ DMAC \/ DMAC \/ DMAC \/ DMAC \/ DMAC \
bus cycle read 0 read 1 read2 /\ read3 /\ write 0 write 1 write 2 /\ write 3 /)

CPU

Figure11.43 Summary of BH Output Timing
114  Usage Examples

11.4.1 Exampleof DM A Data Transfer Between On-chip SCIF and External Memory

In this example data received by the serial communication interface (SCIF) with on-chip FIFO is
sent to external memory using DMAC channel 1. Table 11.9 lists the transfer conditions and
register setting values.

Table11.9 Transfer Conditions and Register Setting Valuesfor Data Transfer Between
On-chip SCIF and External Memory

Transfer Condition Register  Setting Value

Transfer source: SCFRDR1 in on-chip SCIF SAR1 H'FFFFFCCC

Transfer destination: External memory (word space) DAR1 Transfer destination address
Number of transfers: 64 TCR1 H'0040

Transfer destination address: Increment CHCR1 H'4045

Transfer source address: Fixed

Bus mode: Cycle-steal

Transfer unit: Byte

DEIl interrupt request at end of transfer DE = 1

Channel priority: Fixed (0 > 1) DME = 1 DMAOR H'0001

Transfer request source (transfer request signal): SCIF DRCR1 H'05

(RXI)

Note: Make sure the SCIF settings have interrupts enabled and the appropriate CPU interrupt
level.
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11.5 Usage Notes

1. DMA request/response selection control registers 0 and 1 (DRCRO and DRCRL1) should be
accessed in bytes. All other registers should be accessed in longword units.

2. Before rewriting the registers in the DMAC (CHCRO, CHCR1, DRCRO, DRCRY), first clear
the DE hit to 0 in the CHCR register for the specified channel, or clear the DME hit in
DMAOR 0 0.

3. When the DMAC is not operating, the NMIF bit in DMAOR is set even when an NMI
interrupt isinput.

4. The DMAC cannot access the cache memory.

5. Before changing the frequency or changing to standby mode, set the DME bit of DMAOR to 0
and stop operation of the DMAC.

6. Do not usethe DMAC, BSC, UBC, E-DMAC, and EtherC for on-chip peripheral module
transfers.

7. Do not access the cache (address array, data array, associative purge ared).

8. Notethat when level detection of the request signal is used in single address mode, the request
signal may be detected before DACKn is output.

9. When E@ exceeds 31.25 MHz, do not use transfer involving DACKn output on ordinary space
for word or longword access with an 8-bit buswidth, or longword access with a 16-bit bus
width.

10. When DMA transfer is performed in responseto a DMA transfer request signal from a
peripheral module, if clearing of the DMA transfer request signal from the peripheral module
by the DMA transfer is not completed before the next transfer request signal from that module,
subsequent DMA transfers may not be possible.
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11. The following restrictions apply when using dual address mode for 16-byte transfer in cycle-
steal mode;
a. When external request and level detection are set, do not input DREQnN during cyclesin
which DACKn is not active after the start of DMA transfer.

e o = 5 5 1 o
DACKn ' ' '“ ‘
(active high) -

DREQn
(active high)

Bus cycle

DACKn
(active high)
DREQn
(active high)

DACK output in write cycle

Note: * In addition to CPU cycles, E-DMAC cycles may be inserted in some cases.

b. When external request DREQ edge detection is set, if DREQn is input continuously the
DMAC continues to operate without insertion of a CPU cycle. (However, a CPU cycle will
begin if there is no request from DREQnN.)
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12. DACKn output timing
DACKnN (n=0or 1) may be output with a wrong timing during 16-byte- or longword-unit
DMA transfer to a 16-bit width ordinary space or during 16-byte-, longword-, or word-unit
DMA transfer to an 8-bit width ordinary space.

Correct timing:

]
\

Ckio \_ \_ \__\__\_
- 1 L1 e
] M M
| D15 to 0——< X —
i T ¥ —
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Error timing 1:
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DACKnN (n=0or 1) assert timing and count:

Bus Width 16-Byte Unit Longword Unit Word Unit

16-bit bus width Error timing 1 x 4 Error timing 1 x 1 —

8-bit bus width Error timing 2 x 4 Error timing 2 x 1 Error timing 1 x 1
Conditions:

When the following conditions are all satisfied, DACKn (n =0 or 1) is output with awrong
timing.

(1) lgEp=1:1

(2) DMA transfer to an ordinary space or burst ROM space

(3) 16-byte or longword DMA transfer to a 16-bit width space or 16-byte, longword, or word
DMA transfer to an 8-bit width space, which generates multiple bus cycles

Countermeasures:

This problem is avoided by any of the following countermeasures.

(1) Specify aclock ratio except tegyc:tpeyc 1:1.

(2) Use 32-bit bus width.

(3) When the bus width is 16 bits, perform word or byte DMA transfer.
(4) When the bus width is 8 hits, perform byte DMA transfer.

13. DMAC does not perform DMA transfer on channel 1 by an on-chip peripheral module request
Phenomenon:
(1) DMAC does not perform DMA transfer on channel 1 by an on-chip peripheral module
request.
When channel 0 of the on-chip DMAC is set to cycle-steal mode and channel 1is set to on-

chip peripheral module request mode, the DMAC may not perform DMA transfer on
channel 1.

Conditions:

(1) Conditions for malfunction in DMA transfer on channel 1 by an on-chip peripheral module
request
When the following conditions are all satisfied, the DMAC does not perform DMA transfer
on channel 1 by an on-chip peripheral module request.
(8) DMAC channels 0 and 1 are both enabled.
(b) DMAC channel 0 is set to cycle-steal mode.

(c) DMAC channel 1isset to cycle-steal mode, dual address mode, and on-chip peripheral
module request mode.

(d) Round-robin mode is specified as the DMAC priority mode.
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Countermeasures:

(1) Countermeasure against malfunctionin DMA transfer on channel 1 by an on-chip
peripheral module request
This problem is avoided by the following countermeasure.
(a) Set the DMAC priority modeto fixed priority mode.

14. DMAC does not perform DMA transfer between on-chip memory and on-chip periphera

module by an external request

Phenomenon:

(1) DMAC does not perform DMA transfer between on-chip memory and on-chip peripheral
module by an external request.
When the on-chip DMAC is set to external request (DREQ) mode and cycle-steal mode
and DMA transfer is attempted between on-chip memory and on-chip peripheral module or
between on-chip peripheral modules, the DMAC may not perform DMA transfer for the
second and later DREQ inputs.

Conditions:

(1) Conditions for malfunction in DMA transfer between on-chip memory and on-chip
peripheral module by an external request
When the following conditions are all satisfied, the DMAC does not perform DMA transfer
between on-chip memory and on-chip peripheral module or between on-chip peripheral
modules by an external request.
(a) The external request (DREQ) is selected for the transfer request source.

(b) The DMA transfer between on-chip memory and on-chip peripheral module or between
on-chip peripheral modulesis selected.

(c) Cycle-steal mode is used.

Countermeasures:

(1) Countermeasure against malfunction in DMA transfer between on-chip memory and on-
chip peripheral module by an external request
This problem is avoided by the following counter measure.
(a) Do not select the external request (DREQ) for the transfer request source.

15. Data bus callision during single-address DMAC transfer

Phenomenon:

(1) Databus callision during DMA transfer in single address mode
In the system which includes the SH7615, an external device with DACK, and
synchronous DRAM (SDRAM), if single-address DMA transfer is performed from the
external device with DACK to SDRAM immediate